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Abstract

The worldwide e�ort on fusion research aims to realize a means of producing clean and safe

energy for future generations. At the JET tokamak, extensive research is being performed to

help accomplish this goal, but as with all complex machinery, component failures occur. In this

work, two failure cases at JET are addressed with the goal of predictive maintenance by means

of anomaly detection and other machine learning techniques.

The �rst case concerns turbomolecular pump failures at the JET vacuum system. A solution

for detecting unhealthy pump behaviour is proposed using semi-supervised anomaly detection

based on time series data from sensor signals. Deviations from normal behaviour are agged

when incoming sensor data are considered too dissimilar to a pool of healthy training data. A

�rst model using principal component analysis and multivariate Gaussian modeling is devised

that uses the Mahalanobis distance to the center of the healthy distribution as an anomaly score.

A threshold is applied to the anomaly scores, and samples with scores above this threshold are

agged. A similar approach is taken for a second model, based on auto-encoder neural networks.

Instead of the Mahalanobis distance, the reconstruction error from the auto-encoder network

is used, and a sliding time window approach is used to include time correlations. The network

is again trained only on a pool of healthy data, so reconstruction errors will be larger for data

deviating from this behaviour. An appropriate threshold is set, and error scores for time windows

above this threshold are agged. Both models show an increase in anomaly scores leading up to

a strong anomalous peak representing the failure. The auto-encoder network, however, ags less

false positives and shows a clearer distinction and transition between healthy and anomalous

data. A discussion of the results and suggestions for implementation in fusion operations are

provided, along with possible extensions of the model.

The second use case deals with the S1 current switch. As a switch ages, failures and slow

operations occur more frequently. Based on the analysis of two voltage signals through time, a

logistic regression model is trained to classify between good, slow and failure operations. The

results of the classi�er show promise, with F1-scores above 0.9 for all classes. Still, the model

is trained and tested only on a small and unbalanced dataset. A semi-supervised clustering

approach is therefore proposed to build a more robust classi�er by combining the small labeled

dataset with the rest of the unlabeled samples. This approach requires little human e�ort, while

still making use of all available switch operation samples. Finally, a rudimentary strategy for

predictive maintenance is proposed using the devised classi�er and a degradation scoring system.

The results of both cases show potential for the use of machine learning in fusion operations

and serve as an invitation to further investigate the merits of a data-driven approach for problem

solving in device maintenance and fusion research in general.
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GOAL AND MOTIVATION 1

Chapter 1

Goal and motivation

The title of the thesis, ‘Applications of anomaly detection for predictive maintenance at the JET

tokamak’, hints at the interaction of two major subjects: the �rst one is data science, through the

topic of anomaly detection and predictive maintenance, and the second one is nuclear fusion,

through the use of data from JET (Joint European Torus), the largest operational tokamak

fusion device in the world. Both topics are scienti�cally engaging and fascinating to work on,

but next to an academic challenge, data science and nuclear fusion might also have a signi�cant

impact on our society. The following few pages will go into some depth about the motivation for

choosing these topics as the backbone of this thesis, and why they concern not only scientists.

1.1 The intersection of two worlds

1.1.1 The fossil world

At the end of the eighteenth century, the industrial revolution reshaped our society. The burning

of coal to power steam turbines proved that parts of manual labor could be automated, and it

ushered in a new age of growth. We moved away from living on farmlands and found a new home

into ever expanding cities. Cars replaced horses, ships no longer needed wind to move forward,

and when the Wright brothers pulled o� their impressive feats mid-air, the world looked in awe.

The sky was not even the limit, shown by the Apollo missions, when astronauts ventured beyond

our blue planet. The world had mastered its usage of fossil fuels. Even now, oil, coal and gas

remain the building blocks of our economy, and we have very meticulously been building our

society around them for the last two centuries.

For a while, mankind was convinced that the apparent endless provision of fossil fuels would

pave the way to achieve any goal we aspired to as a species. But with the continued large-scale

usage of oil, coal and gas also came a drawback: the burning of fossil fuels is directly connected

to global warming and the destruction of valuable ecosystems. When these ancient fuels are

burned, carbon-rich byproducts enter our atmosphere and create a strong greenhouse e�ect,

which slowly heats our globe to temperatures that { if we do not act on this information {

will lead to the widespread occurrence of destructive phenomena like droughts, wild�res, storms
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and oods. Eventually this global warming will cause the mass extinction of many animal and

plant species. Not only will this mean a catastrophic loss for life on this planet, it will also

cause severe economic damage, and especially a�ect the weakest nations on earth. Migration

caused by climate change will be on a scale that has never been experienced before, as will be

the challenge trying to mitigate it. The rising of global sea levels will e�ectively reduce land

mass, and weather patterns will be permanently altered. Clean drinking water will become

increasingly scarce, and on top of that, a warmer, wetter world also means more chances for

diseases to spread widely.

While this narrative might sound dramatic, the data does really point to these scenarios

happening in the future [1]. That is, if mankind does not look for ways to avoid or mitigate

the dangers associated with uncontrolled global warming. To help solve this universal problem,

there are many paths one can pursue. One of them is to turn to technological advancements,

for example in the energy supply sector. There is a high agreement amongst climate scientists

that the energy supply sector is the greatest contributor to global greenhouse gas emissions

[2], and thus advancements in this sector would have a signi�cant impact. Nuclear fusion is

a very promising candidate for a future renewable energy source, since fusion produces almost

no CO2, especially when compared to fossil fuels. Fusion has the added bene�t of producing

signi�cantly less long-lived radioactive waste, compared to nuclear �ssion. The development

of fusion is, however, still in the research phase, with scientists and engineers working hard

on solving the remaining challenges that inhibit the production of practical fusion reactors.

The International Thermonuclear Experimental Reactor { commonly known as ITER { is an

ambitious international project currently under construction in the Provence region of France.

There, the next generation of fusion experiments will be performed. The ITER project is not the

�rst of its kind; it will draw heavily from the knowledge gained at other fusion projects, including

another tokamak device, the Joint European Torus (JET). It is at JET that an impressive part of

the work in fusion research has been { and still is { done. The past few decades of experiments

have led to the accumulation of an extensive amount of data, and it is these data that may

contain unexplored pathways to aid researchers in their future work.

1.1.2 The data world

With catchy terms like ‘deep learning’ or ‘big data’, every business nowadays wants to jump

on the data-driven bandwagon. But many techniques for analyzing data have been around

for ages. A lot of us are probably familiar with classical statistics, but even more advanced

machine learning techniques like arti�cial neural networks were already rather well-known in

the 1970s. Why is it then that data science is becoming so immensely popular only now? One

likely reason is the exponential increase in computing power that made the e�cient execution

of many algorithms possible. But another, probably even more important reason, is the massive

increase in the amount of data we produce and therefore is available for analysis. In 2018, search

engines like Google processed around 5 billion searches per day [3]. In one minute, we send more

than 150 million e-mails, watch more than 4 million YouTube videos, and generate more than
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4 million likes on Facebook. People took more than 1.2 trillion pictures in 2017 alone, mainly

with their smartphone cameras [4, 5, 6, 7]. These are just some of the dazzling numbers of

data we produce, and these numbers are growing exponentially. It is not surprising then that

companies like Google or Facebook invest heavily in data-driven solutions, and enhance their

products with arti�cial intelligence that eagerly learns from the provided data. Although the

often-cited analogy: ‘data is the new oil’, is not a very accurate one, it does grasp the underlying

notion that data is becoming incredibly valuable in our economy. Organizations that are skilled

at processing data seem to get an edge on competitors.

Besides using arti�cial intelligence to improve customer services and boost productivity, an

increase in intelligent agents might also put jobs at risk. Carl Frey and Michael Osborne from

the University of Oxford studied 702 occupational groupings and found that \47 percent of U.S.

workers have a high probability of seeing their jobs automated over the next 20 years." [8] The

advent of arti�cial intelligence has brought its merits, but also its share of new challenges. All

parties involved must de�nitely handle the implications of a highly automated world with care.

1.2 Research goal

1.2.1 General outline

So where does this thesis �t in this global story? One of the main advantages of data science

is that it is widely applicable in many �elds. There are many examples showing that the

combination of data science and existing expert knowledge form a great combination. This is

exactly what we try to achieve with this dissertation; the data from years of fusion experiments

at JET might deliver additional value by processing it with appropriate algorithms. In this

work, we attempt to introduce some of the approaches from data science to fusion operations.

An introduction to nuclear fusion and machine learning is presented, followed by an exploration

of two use cases at JET: the turbomolecular pumps and the S1 current switches.

As a result of the analysis, an automated approach was devised to aid researchers in managing

these recurrent problems. The focus of the adopted methods was on anomaly detection in the

context of predictive maintenance to predict equipment failures and avoid a possible setback for

fusion operations.

1.2.2 Turbomolecular pumps

The turbomolecular pumps at JET are used for creating a high vacuum for plasma operations,

pumping away gas during or after operations. One particular model of pumps that has been

modi�ed for use in fusion research experiences frequent failures. To avoid such failures in the

future, a model is built to give early indications of deviation from normal behaviour and to

signal to operators that the pump might be working under suboptimal conditions. This is done

to try and prevent a complete failure from happening. The model is kept as general as possible

to provide the possibility of extending it to similar situations in future experiments.



1.2 Research goal 4

1.2.3 S1 current switches

The S1 circuit breakers (switches) on JET interrupt the current owing from the poloidal y-

wheel generator converter to the central solenoid that is driving the plasma current. When a

switch approaches the end of its lifetime after many operations, its operations become more un-

reliable. We present a roadmap for predictive maintenance for the switches: from the automated

classi�cation of reliable and unreliable behaviour, to semi-supervised labeling of the data, and

�nally to the �rst steps of predictive maintenance.

By working through these cases, we hope that this thesis can show the potential of data

science as a powerful framework supporting fusion operations, and spark further discussion in

applying this framework to solve new exciting problems in research.
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Chapter 2

An introduction to nuclear fusion

This chapter will introduce the reader to the concept of nuclear fusion. The focus here will be on

the tokamak magnetic con�nement approach and a deuterium-tritium fuel, and is by no means

a complete account. For a more comprehensive introduction to nuclear fusion, Plasma Physics

and Fusion Energy [9] by Je�rey Freidberg, is recommended. Still, this section provides the

main theoretical concepts to understand how fusion reactions work and how to build a working

reactor. Some knowledge of Newtonian physics is assumed. A few quantum physics topics are

touched upon, without going into too much detail as to not confuse the perhaps unfamiliar

reader.

2.1 The fusion reaction

An operational fusion reactor harvests the energy of atoms. More precisely the nuclear binding

energy between the protons and neutrons that make up these atoms.1 Protons and neutrons

are collectively also called nucleons. The simplest and most common atom in our universe is

hydrogen, and it consists of one proton2. If the proton has an additional neutron attached

to it, we call it deuterium3. Deuterium is also known as ‘heavy hydrogen’. If the deuterium

manages to add yet another neutron, the result is the radioactive isotope called tritium. Given

the right conditions, a deuterium (D) and tritium (T) atom in close proximity can fuse into a

single neutron and a helium atom consisting of two protons and two neutrons, releasing a large

amount of energy in the process:

D + T �! 4He + n + 17:6 MeV: (2.1)

It is exactly this release of energy that is of great interest to fusion research. There are other

fusion reactions that release a similar amount of energy, but the deuterium-tritium reaction is

the most probable candidate for an operational fusion reactor, due to optimal reaction condi-

tions that are easier to obtain in a tokamak fusion reactor than for the other reactions. The

1Atoms also consist of electrons, but only the atomic nucleus is considered for now.
2By hydrogen, we mean the hydrogen-1 isotope, also called protium.
3Actually, deuterium without its electrons is called deuteron, but we will stick with deuterium for simplicity.
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word ‘easier’ is perhaps a bit misleading, since optimal conditions are still hard to obtain, and

sustaining these conditions long enough remains one of the main challenges in fusion research.

What exactly is meant by ‘optimal conditions’ will be explained in section 2.2.5 on ignition.

2.1.1 Fusion or fission?

By merging two light elements, fusion exploits the nuclear energy between nucleons. But so does

nuclear �ssion, by splitting heavy atoms like uranium. Then why does the fusion of deuterium

and tritium also yield energy, instead of consuming it? It seems to be opposite to the process used

in our well-established nuclear �ssion reactors. To �nd an answer to this apparent contradiction,

we have to delve a bit deeper into nuclear physics. The opposing energy mechanisms are a direct

consequence of the nature of the forces that bind the nucleons of atoms together. To see how

these nuclear forces have seemingly di�erent e�ects for di�erent elements, the binding energy

curve from Figure 2.1 is provided for di�erent nucleon numbers. The nucleon number is the

sum of the number of protons and neutrons, and since the masses of both proton and neutron

are so similar, it is also known as the mass number A.

Figure 2.1: Binding energy per nucleon for di�erent nucleon numbers A. The group of elements
around 56Fe are the most stable. 4He corresponds to an interesting peak for lighter elements,
and there is a decreasing tail for heavier elements.

The binding energy curve shows the binding energy per nucleon, not just for every chemical

element of the periodic table, but also for isotopes of these elements. An isotope of a chemical

element has the same amount of protons (which de�nes the name of a chemical element), but

might have any amount of neutrons. Stable isotopes, however, are con�gurations of an element

in which the amount of neutrons create a stable state for the atom. For example: 56Fe is a stable

con�guration of iron, with 26 protons and 30 neutrons, but 30Fe, with 26 protons and only 4
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neutrons, or 98Fe, with 72 neutrons, are de�nitely not stable states; the ratio between protons

and neutrons is too imbalanced. The more protons an element contains, the more neutrons it

needs to stabilize it. This is because of the balance between the repulsive electrostatic force

that tries to separate the equally charged protons, and the attractive nuclear force between all

nucleons that compensates this repulsion. This is further discussed in 2.1.2.

A higher binding energy per nucleon means that the nucleons of an element are more strongly

bound together, which means they are less prone to separation, e.g., by external impacts. It is

apparent from Figure 2.1 that the most stable elements are the ones around the 56Fe isotope

of iron, since they need about 8.8 MeV of energy per nucleon to be separated. At the higher

end of nucleon numbers, we �nd elements like 235U and 239Pu. These isotopes are used in

nuclear �ssion reactions to produce energy. When these atoms are split into lighter ones, e.g.,

by bombarding them with neutrons, the resulting products are elements that are closer to the

iron group and have higher binding energies per nucleon, which make them more stable. The

di�erence in binding energies for all the nucleons involved is released as kinetic energy (and

gamma rays). It is this energy that is captured in a nuclear �ssion plant, and is then used for

commercial electricity production. An example of a very typical reaction is:

n + 235U �! 140Xe + 94Sr + 2n + � 200 MeV: (2.2)

The amount of energy produced in a �ssion reaction is about 200 MeV. These energies are

about ten times larger than our deuterium-tritium reaction energies, but keep in mind though

that deuterium and tritium are about a hundred times lighter than uranium. So per unit mass

of reacting input fuel, fusion creates more energy. When the energy outputs are compared,

fusion processes produce about �ve times more energy from a gram of deuterium-tritium than

�ssion reactions from a gram of uranium. Both �ssion and fusion reactions still produce about a

million times more energy per gram of input fuel compared to fossil fuel reactions, since energy

production through the burning of fossil fuels is caused by chemical reactions, not nuclear ones.

Fusion and �ssion reactions produce very little CO2 compared to the burning of fossil fuels, and

fusion has the added bene�t of producing signi�cantly less long-lived radioactive waste compared

to �ssion.

If we look at the other side of our binding energy curve in Figure 2.1, an interesting peak

occurs at 4He, where the binding energy per nucleon is around 7.1 MeV. This is a large increase in

binding energy from deuterium (2H) and tritium (3H), which have respective binding energies of

about 1.1 and 2.8 MeV per nucleon. It is this interesting property that is used for the production

of energy in fusion reactors. The merging of a deuterium and tritium atom into helium and a

neutron is { just like the �ssion of uranium { energetically favourable, and the di�erence between

the binding energies per nucleon is even larger than for �ssion transformations.
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2.1.2 The binding potential for nucleons

Up until now, we have rather vaguely been talking about ‘nuclear interactions’, but to understand

the process of fusion, a closer look at nuclear forces is required. There are actually two ‘kinds’

of nuclear forces: the weak nuclear force and the strong nuclear force. The strong force holds

the protons and neutrons in atoms together4. It does so rather �rmly when nucleons are in close

proximity to each other, as is the case in atoms. The strong force is the strongest fundamental

force known to us today, though it has to be noted that its full strength is most apparent inside

nucleons, instead of betweenthem. Nevertheless, the strength of this force is the reason why

nuclear reactions involve energy di�erences that are so much larger than chemical reactions

caused purely by the electromagnetic force.

The strong force does not have the ability to change the constituents that make up a nucleon,

called quarks. In more simple terms: it cannot turn a neutron into a proton or vice versa. That

is the domain of the weak force. The weak force is responsible for fundamental processes like

beta decay, where a neutron in the nucleus of an atom decays to a proton, while emitting an

electron and an ultralight particle called a neutrino5.

For deuterium-tritium fusion, the relevant force out of the two nuclear forces is the strong

force. Together with the electromagnetic force and some quantum mechanical e�ects, it de-

termines the shape of the binding energy curve in Figure 2.1. Every atom internally has an

interplay of the attractive short-range nuclear force between nucleons and the repulsive electro-

static Coulomb force between protons. The nuclear force is called short-ranged, because it is

only felt between two nucleons when they are in very close proximity to each other (about the

order of the nucleon radius). A schematic plot of the nuclear potential is shown in Figure 2.2

as a blue line.

For larger distances between the nucleon centers, there is no nuclear potential, but if the

gap is closed, the potential eventually becomes attractive. The minimum of this potential is the

sweet spot in which nucleons in our atoms operate and stay bound to each other. Although for

the sake of generality no units are shown in Figure 2.2, the minimum of the nuclear potential

between two nucleons typically occurs around a distance of 0.8 fm. If one tries to decrease the

distance even further, a quantum mechanical e�ect, called Pauli exclusion, creates a very strong

repulsion that inhibits two nucleons from occupying the same space.

The electrostatic Coulomb force, however, is long-ranged. This means that its inuence

is felt between two protons even if they are far away. The strength of the Coulomb force

increases quadratically with decreasing distance, which means that protons in close proximity feel

a stronger repulsion force. The Coulomb potential therefore goes as the inverse of the distance.

The Coulomb potential is shown as a red line in Figure 2.2. Even though this potential favours

a separation between protons, the total repulsion from the Coulomb potential is compensated

by the total e�ect of the stronger nuclear potential for all nucleons in stable atoms, and the

4 It is also more fundamentally responsible for interactions between quarks, the small constituents that make
up our protons and neutrons, so the nuclear force between nucleons is actually a residual force.

5Actually, it is an antineutrino, but the di�erence is negligible here.
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Figure 2.2: A schematic representation of the potentials present between nucleons.

nucleons are thus e�ectively bound. The sum of the Coulomb and nuclear potential is given as

a purple line in Figure 2.2.

The interaction of the nuclear and Coulomb force is an intuitive start to understand how

nucleons in a nucleus stay bound to each other and why some con�gurations are more stable

than others. There is, however, more explaining to do when one asks questions like: ‘can we

bind two protons together, given that we bring them close enough?’, ‘is a nucleus solely made

out of neutrons more stable, since there are no Coulomb forces?’. These are some avourful

cases that are very interesting (e.g., the �rst question could lead us to the process of fusion in

the Sun, and the second might trigger a discussion on neutron stars), but are out of scope for

this introduction. The interested reader is referred to the literature on nuclear (astro-)physics.

2.1.3 Exploiting the binding energy curve

The previous discussion can now aid in understanding why our binding energy curve from

Figure 2.1 has its typical inverted U-shape. The sum of the potentials of all nucleons is di�erent

for each element. For small elements, the total attractive potential by the strong nuclear force

increases with increasing nucleon number. The repulsive forces are still easily compensated

by the nuclear forces from all nucleons and the result is an even more strongly bound state.

However, since the strong force is so short-ranged (only neighbours attract each other), the

impact of its total binding potential declines compared to the increasing Coulomb potential for

larger elements (all protons repulse all protons). There is an optimal balance around iron, but

after that, the binding e�ect of the nuclear force saturates, and the repulsive force between

protons starts to weaken the bonds.

How can we use this information to fuse deuterium and a tritium into helium? Since helium-
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4 has a greater binding energy per nucleon, it would make sense that bringing deuterium and

tritium together would initiate the energetically favourable reaction into helium. But in order

to bring these atoms in very close proximity to each other, the strong repulsive force between

the two positively charged nuclei needs to be overcome �rst. If the nuclei have su�ciently high

kinetic energies, this repulsive force can be overcome and the attractive nuclear forces can kick

in and deliver the �nal energy pro�t. Giving particles this amount of energy can be done by

heating them up. This is why temperatures used in experimental fusion devices are typically

above 100 million Kelvin, or more commonly expressed in the �eld of fusion as about 10 to 15

keV6.

Now that we discussed why fusion reactions produce energy, we need to �gure out how to

balance the energy creation and energy loss processes of a reactor. This is discussed in the next

section.

2.2 Power balance

We know what our fusion reaction looks like, and why it produces energy instead of consuming

it. The next step is to know how to capture this surplus of energy and turn it into consumable

electricity. When a fusion reaction between a deuterium and tritium core occurs, the 17.6 MeV of

released energy in the end products is manifested as additional kinetic energy for the neutron and

helium atom. This kinetic energy is apportioned inversely with mass by the laws of conservation

of energy and momentum. Since the helium nucleus consists of four nucleons and the neutron is

a single nucleon, the neutron gets four times as much energy as the helium core. Our 17.6 MeV

is divided by �ve: four parts are given to the neutron (14.4 MeV) and one to the helium core

(3.5 MeV). The very energetic neutrons from a fusion reaction leave the fuel mixture and are

slowed down in a lithium envelope, transferring their energy to produce steam, which is then

used to drive a turbine to produce electricity, just like a conventional power plant.

To create these energetic neutrons, the Coulomb barrier has to be overcome so that deuterium

and tritium are in close proximity and have a chance to fuse. Overcoming this barrier costs

energy, supplied as heat to the fusion fuel mixture. To create a functional fusion reactor, these

energy costs cannot outweigh the energy gains. In other words: the output power Pout should

be larger than the input power Pin . There are some important processes that have an inuence

on the power balance. We will discuss the major ones.

2.2.1 Fusion power density

The �rst process is an obvious one: the energy production from fusion reactions. Each reaction

produces Ef = 17:6 MeV. If the reaction rate R12, which is the number of fusion collisions per

unit time and per unit volume, is known, it can be multiplied with the reaction energy Ef to

6Very often, in high energy physics, the unnecessary Boltzmann constant kB is omitted in favour of directly
using energies as temperatures with the conversion formula E = kB T. The unit of energy can be chosen freely,
but mostly a multiple of the electronvolt (eV) is used. One eV equals 11 604 K.
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obtain the fusion power density. The complete derivation of the reaction rate will not be given

here, but some heuristic arguments are provided to make it plausible.

If there are more deuterium and tritium particles in a given volume, chances of fusion reac-

tions happening will increase, so R12 � n1n2, with n1 and n2 the particle densities of deuterium

and tritium. If the fusion reaction has a high cross-section � , the reaction rate will increase,

so R12 � � . If the relative velocity between the two particles is large, then it means there is

more kinetic energy (E = mv2=2) available and it is more likely that the Coulomb barrier will

be surpassed, which explains R12 � v. The fusion power density [W/m3] is �nally given by:

Pf = Ef n1n2 h�v i : (2.3)

We assume that particle velocities in our fusion reactor are in thermodynamic equilibrium over

timescales longer than the nuclear collision time, and therefore follow a Maxwell distribution7.

This means that the velocities of di�erent particles can vary, even if the temperature of the

mixture is uniform. We are interested in the power density for a statistically relevant amount

of particles, so the right hand side of (2.3) is an average over all possible velocities. Only the

cross-section times the relative velocity, �v , depends on the relative velocity, so this quantity is

averaged.

Equation (2.3) is an important one. The fusion power density should be maximized as much

as possible. There is little that can be changed about Ef (it is already a very high energy release

per reaction), but there exists an optimal partition for the particle densities and an optimal

temperature that corresponds to the largest h�v i . Starting with the former: given an amount of

deuterium-tritium gas, what is this optimal proportion between the two? If we de�ne n as the

sum of the individual densities n1 and n2, we can replace n2 with n2 = n � n1. If the derivative

of the right hand side of (2.3) is taken with respect to n1 and afterwards set equal to zero, the

value of n1 that maximizes the power density can be found. This simple calculation �nds that

n1 = n=2. This means that a 50-50 mixture of deuterium and tritium is optimal. One can

�nd the temperature that produces the largest h�v i by doing a numerical simulation, assuming

a Maxwell distribution, for every temperature. The results are shown in Figure 2.3. For the

deuterium-tritium reaction, the maximal h�v i lies around temperatures of 70 keV. However,

this is not the temperature around which to operate our fusion reactor. There are other power

balance considerations that have to be taken into account. The next paragraph will discuss an

important energy loss process: Bremsstrahlung radiation, while 2.2.3 will discuss the general

power balance. The optimal temperature turns out to be about 15 keV, given the ignition

conditions discussed in 2.2.5.

Though the energy release per reaction cannot be altered, the 1/5th energy partition of the

helium core stays inside the reactor and provides additional heating to our deuterium-tritium

mix, which lowers the external heating costs once the fusion reactions have started (cf. section

2.2.3). The neutrons leave the fuel mixture to produce net energy. In a fusion reactor, a part

7Since Coulomb collisions are much more frequent than nuclear collisions in magnetic con�nement reactors,
this is a valid assumption.



2.2 Power balance 12

Figure 2.3: Velocity averaged �v for several fusion reactions as a function of temperature [9].

of this net energy could in theory be used for the remaining external heating power. In reality,

this will most likely not happen, but it helps to see how the power output can be positive.

2.2.2 Radiation losses

When a force accelerates an electric charge, the charge sends out electromagnetic radiation.

Some kinds of radiation, like cyclotron radiation, can be reabsorbed by fusion particles. In our

reactor, positively charged deuterium, tritium and helium cores accelerate electrons, which then

emit X-rays which are not reabsorbed. This process is called Bremsstrahlung, and is unavoidable.

It means an unfortunate loss of power for our reactor: to keep the reactor environment at

the desired temperature, compensation with extra heating power has to be provided. The

Bremsstrahlung power loss, PBr , scales quadratically with the charge number and scales with

the square root of the temperature:

PBr � Z 2 T1=2: (2.4)

A higher charge number means higher radiation losses, so it is desirable to avoid impurities in

our fusion mix. One example is sputtered material from the wall of the fusion reactor. Another

are helium cores, with Z = 2; they can be removed after transferring their surplus of energy to

the deuterium and tritium cores to avoid part of the radiation losses.

2.2.3 The power balance equation

Finally, the power balance equation can be constructed. The rate of change of the total kinetic

energy W of the fusion mixture over time is given as:

dW

dt
= P� + PH � PL : (2.5)
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These quantities are not expressed as densities, but as energy rates over the total reactor volume.

PL stands for the rate of energy loss, with contributions from processes like Bremsstrahlung

radiation and thermal conduction. P� stands for the total heating power of the produced

helium cores, often called alpha particles. Although only a small percentage of the tritium-

deuterium fuel undergoes fusion at a given time, the summed 3.5 MeV energies from the produced

alpha particles are an important contribution to the heating component, since the operating

temperature for fusion is ‘only’ about 15 keV. Finally, PH stands for the extra external heating

power, when the alpha particle heating alone is not enough.

When the fusion reactor starts at room temperature, the deuterium and tritium atoms in

the reactor will need heating to get to their ideal fusion operating temperatures. This means

that
dW

dt
> 0: (2.6)

Since there is almost no fusion at these lower temperatures, the external heating power, PH ,

will be large to compensate the losses and build up the desired temperature (or equivalently,

the total kinetic energy). So P� � 0, and PH > PL . After a while, the desired temperature is

achieved, which results in
dW

dt
� 0; (2.7)

and consequently

P� + PH = PL : (2.8)

P� is now contributing signi�cantly, and together with PH compensates the loss term PL .

2.2.4 Break-even operation

One could wonder what happened to the second part of the fusion power: the neutron energies.

The neutrons leave the fuel mixture to produce electricity, and are not directly part of the fusion

system anymore8. Going back to the introduction of this section, we name the useful energy

output of the neutrons Pout , and the external heating power Pin . If Pout is larger than Pin , we

have { in theory { built a successful fusion reactor. One could call the moment that this Pout

becomes equal to Pin ‘break-even’. In fusion circles, though, ‘break-even’ is mostly preserved

for a reactor where the total fusion power of the entire reactor (helium and neutron energies)

outweighs the external heating input power. We will use this de�nition from now on. Note that

Pin is not a �xed value that is eventually reached by Pout : during the heating of the fuel, more

and more fusion reactions occur, so P� is gradually taking over a part of the heating and the

need for external heating power decreases.

Fusion operations at JET have reached about two thirds of the break-even point. There

is another, more di�cult milestone, for fusion reactors. If this milestone is achieved, or near-

achieved, a commercial fusion reactor could in principle be built. It is the milestone of ignition,

discussed in the following paragraph.

8This is a simpli�ed view, since the neutrons are actually also part of the tritium breeding process.
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2.2.5 Ignition condition

If a fusion reactor could hold enough particles together at a su�ciently high temperature for

a su�ciently long time, eventually the alpha particle heating would be strong enough as to

completely replace the external heating power source. We could then turn o� the external

heating, and the fusion reactor would heat itself through the high energy alpha particles. We

would only need to provide new deuterium-tritium fuel to replace the fused ones and keep

the particle density high enough. This self-heating process in thermodynamic equilibrium is

expressed through the power balance equation (2.5), with dW=dt � 0 and PH ! 0:

P� = PL : (2.9)

By ‘a su�ciently long time’, we mean that the characteristic time measure that indicates how

fast the kinetic energy leaves the reactor when all heating is turned o�, is su�ciently large.

This time measure is called the energy con�nement time � E , and it is formally the characteristic

scale of the exponential energy decay e� t=� E in the reactor, as seen in Figure 2.4. The energy

con�nement time can be measured experimentally.

Figure 2.4: Course of the relative kinetic energy through time in a fusion reactor with and
without heating. When the heating is turned o�, the energy declines exponentially with a
characteristic energy con�nement time � E . Here � E = 1:2s, which is a realistic value for JET.

What is the optimal particle density, temperature and con�nement time to reach ignition?

The ignition condition of (2.9) provides the necessary ingredients. P� is known from the fusion

power density equation (2.3) integrated over the volume of the reactor. The complete fusion

reaction energy Ef is simply replaced by the alpha particle energy E� . The power loss PL is the

rate of energy loss of the reactor. Even when the heating is on and the total energy W stays at
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the same base level W0, energy is being lost with a rate of dWL =dt as if there was no heating:

PL = � d

dt
WL

= � d

dt
W (no heating)

= � d

dt

�
W0 e� t=� E

�
=

W

� E
:

(2.10)

The minus sign in (2.10) is due to the convention taken here that powers are expressed as their

absolute values. We de�ne n as the sum of the two densities: n � n1 + n2. If the fusion power

output is maximized, the deuterium and tritium densities are the same, so n = 2n1 = 2n2.

When thermodynamic equilibrium is assumed, the average energy of a particle is 3kB T=2, so

the total energy of the reactor volume is:

W =
3

2
kB T � N

=
3

2
kB T � 2n V

= 3 n T V:

(2.11)

In the last line, the Boltzmann constant was omitted in favour of the convention that tempera-

tures are expressed in energy units. The relaxed assumption was made that the particle densities

and temperatures are uniform throughout the reactor. In reality, this is not necessarily the case,

but if the density and temperature pro�les are positive and smooth, one can simply take the

average of the density times temperature to make (2.11) general. Another important remark is

that the factor 2 that appears before n comes from also taking the electrons of the deuterium

and tritium atoms into account. The reason for this will be discussed in the next section.

In light of the previous considerations, the ignition condition (2.9) becomes:

E�
1

4
n2h�v i V =

3 n T V

� E
: (2.12)

Divide by the volume and density n, rearrange the terms and multiply both sides by 2T :

2 nT � E =
24 T2

h�v i E �
: (2.13)

The ideal gas law, pV = NT , for the deuterium-tritium fuel is p = 2nT , so the ignition condition

in the pressure, temperature and density space �nally becomes:

p � E =
24 T2

h�v i E �
: (2.14)

This ignition condition draws a line in the p � E vs. T space, shown in Figure 2.5. For the
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deuterium-tritium reaction, the minimum of p � E is 8.3 atm s, and corresponds to a temperature

of about 15 keV.

Figure 2.5: Critical p � E for ignition as a function of temperature [9].

2.2.6 Triple product

The minimum value of p � E is theoretically the easiest con�guration to achieve in a magnetic

con�nement reactor. Since p = 2nT , it tells us something about the minimum of the product

between n, T and � E . This n T � E product is called the triple product. For the deuterium-tritium

reaction at the minimum of 15 keV, it is:

n T � E = 3 � 1021 keV s=m3: (2.15)

If ignition conditions are to be achieved, a fusion reactor needs at least 3 � 1021 keV s/m3 as the

value of the triple product. Other temperatures than 15 keV can be used to achieve ignition, as

Figure 2.5 shows, but these increase the triple product value, so are harder to achieve.

2.3 Plasma physics for nuclear fusion

The previous sections dealt with why fusion reactions produce energy and what general power

balance considerations there are to build a viable fusion reactor. Section 2.2 concluded that

the triple product, n T � E , should be at least 3 � 1021 keV s/m3. The easiest way to achieve this

would be at a temperature of about 15 keV. Until now, deuterium-tritium fusion was almost

exclusively discussed with the assumption of pure deuterium and tritium cores, and that they

somehow get heated to their desired temperatures. But in reality, the fuel mixture gets inserted

in the reactor as a neutral gas, which means that there is also an electron attached to each

deuterium or tritium atom. A very important consequence of working at fusion temperatures of

about 15 keV, however, is that the deuterium and tritium atoms are completely ionized due to the
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thermal heating energy. This means that our reactor does not contain a neutral gas anymore, but

a plasma. The total number density of the particles in the reactor is now two times the density

of the summed deuterium and tritium ion densities, so ntot = 2n = 2(n1 + n2). The ionization

means that the electromagnetic force can be used to contain the charged ions and electrons in the

reactor. This is the main principle behind magnetic con�nement fusion reactors. This section

will describe some of the characteristics of a plasma and how electromagnetic properties can be

leveraged to keep the plasma inside of the reactor, and thus promote nuclear fusion reactions.

This will be done through the lens of building a magnetic con�nement tokamak reactor.

2.3.1 What is a plasma?

When a neutral gas gets energized through heating or a strong electromagnetic �eld, a partially

or fully ionized gaseous substance with a signi�cant fraction of quasi-free electrons can form.

These electrons make the ionized gas electrically conductive. This state of matter is called

a plasma. It is quasi-neutral, since some { or all { neutral atoms split into equal parts of

positive ions and negative electrons, and the possibly remaining atoms were neutral to begin

with. It features a collective behaviour, imposed by the long-range electromagnetic interactions

in the plasma. Generally, a plasma moves as a whole, with typical length and time dimensions

depending on several important plasma parameters. It is often called ‘the fourth state of matter’.

There are many naturally occurring plasmas. In fact, it is the most abundant form of ordinary

matter in the observable universe. Lightning is an example of a partially ionized plasma, and the

interior of the sun is an example of a fully ionized plasma. The sun is a particularly interesting

example, since its energy production also comes from nuclear fusion, though it involves a di�erent

fusion process called the proton-proton chain.

If an electric �eld is introduced in a plasma, electrons quickly rearrange themselves and

the electric �eld is neutralized. As a consequence, no signi�cant large-scale electric �eld can

exist in the (unmagnetized) plasma. The ability to shield out an external electric �eld is a

de�ning characteristic of a plasma, and it is called Debye shielding. To quantify the criteria

that specify an ionized gas as a plasma, the electrical quasi-neutrality, the Debye length, the

plasma frequency and the Debye sphere are discussed. This introduction will give an intuitive

explanation of these concepts, but the interested reader is referred to Introduction to Plasma

Physics by Francis Chen.

Quasi-neutrality

The charge density of a plasma is given by

� (r; t) =
X

i

ni qi + neqe; (2.16)

with the subscript i standing for (positive) ions and e for electrons. The sum over possible

di�erent ion species will be omitted from now on, since only deuterium-tritium ions interest us

for practical purposes. They both have the same charge number, Z i = 1, so their densities can



2.3 Plasma physics for nuclear fusion 18

be summed and written as ni = n1 + n2. When the charge density is averaged over a su�ciently

large space and/or time, it turns out that the plasma is quasi-neutral, meaning that

h� i = hni i qi + hnei qe � 0: (2.17)

Consequently, hni i � h nei � n. This n is the ion and electron density that was used in the

previous sections. Small local and temporal deviations from this electrical neutrality occur

often throughout the plasma, but the electrostatic �elds between charges react by restoring

the neutrality. These disturbances and restoring processes have the plasma particles uctuate

around the equilibrium state, and these uctuations show plasma-characteristic length and time

scales, called the Debye length and plasma frequency.

Debye length

The Debye length is intuitively the characteristic length-scale up to where plasma particles show

deviations from charge neutrality. Above it, quasi-neutrality holds. This is not a hard cut-o�: it

is based on the averagekinetic energy available to particles in the plasma. Since some particles

have more energy than others, they can also deviate further from equilibrium. Globally though,

the average maximum deviation length will be the Debye length. Another way to look at it, is if

a positive test charge qt is placed in an in�nitely large quasi-neutral plasma, electrons will rush

to it to negate the charge. The bare potential of the test charge is

Vt =
qt

4�� 0r
; (2.18)

where r is the distance from the charge. But when the electrons in the plasma are gathered

around the charge to negate it, the potential { now called the Debye potential { goes as9:

VD =
qt

4�� 0r
e� r=� D : (2.19)

Here, � D is the Debye length, and it is given by

� 2
D =

X
s

� 0Ts

hnsi q2
s

; (2.20)

with s the di�erent species in the plasma: the ions and electrons. If r is smaller than � D , the

potential practically follows the bare Coulomb potential from (2.18). If r gets larger than � D ,

it decays exponentially. The Debye length is the transition length scale for the two regimes. In

the case of a deuterium-tritium fusion plasma, the ion and electron contributions to the Debye

length are equal (same temperature, average density and squared charge), so the total Debye

9No derivation provided here.
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length is expressed as
p

2 times the electron Debye length:

� 2
D = 2

� 0T

hnei e2 (2.21)

The Debye length depends on the temperature of the plasma10 and the particle density. If

the temperature increases, particles have more thermal energy and can deviate more easily from

their average positions. If the density increases, the deviation-suppressing background of plasma

particles strengthens its grip: there are more opposite charges pulling the particle back.

If the Debye length is much smaller than the macroscopic length L of the ionized gas con-

tainer,

� D << L; (2.22)

it can be called a plasma. Otherwise, quasi-neutrality is not guaranteed. A tokamak fusion

device has a Debye length of about 10� 4 m, and the radius of a tokamak is on the order of

meters, so this criterion is de�nitely ful�lled.

Debye sphere

For the Debye length to be a statistically relevant concept, there needs to be a su�cient amount

of particles in the sphere spanned by the Debye length. The Debye sphere is simply 4�� 3
D =3,

and the amount of particles inside the Debye sphere is

ND = n �
4�� 3

D

3
: (2.23)

The amount of particles in the Debye sphere needs to be much larger than one (ND >> 1). Note

that from the de�nition of the Debye length, the amount of particles actually scales as 1=
p

n,

so if the density increases, the amount of particles in the Debye sphere decreases. This can

be countered by a higher temperature. For typical densities (n � 1020 m� 3) and temperatures

(T � 15 keV) in a tokamak, this condition is ful�lled.

Plasma frequency

Just as the Debye length is the characteristic length scale of charge uctuations around neu-

trality, the plasma frequency indicates the characteristic time scale. If some electrons deviate

from equilibrium due to their thermal energy, and are all slightly displaced in one direction with

respect to the remaining ions, the charge separation will create a temporary electric �eld that

tries to restore the quasi-neutrality. Electrons will be attracted towards the original positions,

but as they are accelerated towards the original position, they gain inertia and overshoot the

equilibrium position. They will then uctuate like a harmonic oscillator around the equilibrium

10 The temperature of a plasma supposes thermodynamic equilibrium between all particles, which is a good
approximation for fusion plasmas.
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position. Electrons, not ions, uctuate most, since they are so much lighter than ions and re-

act much faster. The frequency with which an electron will uctuate around the equilibrium

position is called the plasma frequency ! pe, and is given by:

! 2
pe =

hnei q2
e

me� 0
: (2.24)

The plasma frequency expression for ions is just the same, and a total plasma frequency can

be acquired by summing the squared contributions and then taking the �nal square root, but

the mass of the ions in the denominator makes this contribution negligible so only the electron

plasma frequency is used. The total plasma frequency becomes

! 2
p � ! 2

pe =
hnei e2

me� 0
: (2.25)

It is important to note that the plasma frequency does not depend on the temperature, only

on the density. It indicates a fundamental time scale in a plasma. For an ionized gas to be

quali�ed as a plasma, the plasma frequency should be much larger than macroscopic frequencies

(e.g., the inverse con�nement time or stability frequencies). This is the case in tokamaks with

densities of about 1020 m� 3. A typical plasma frequency in a tokamak is about 1012 s� 1.

2.3.2 Motion of plasma particles in a tokamak magnetic field

At fusion temperatures, the deuterium-tritium reactor gas gets completely ionized. Since all the

previous criteria are ful�lled, it is a plasma with quasi-neutrality. It is also a hot plasma, with an

approximate thermodynamic equilibrium between ions and electrons at the appropriate scales.

Although Coulomb collisions are, relatively speaking, rare in a hot plasma (collective, long-range

Coulomb behaviour dominates), they still occur frequently enough to achieve thermodynamic

equilibrium at time scales much shorter than periods between fusion reactions. One way to keep

this hot plasma inside of a reactor is to con�ne it in an engineered magnetic �eld so that the

outwards directed negative temperature and pressure gradient of the plasma does not di�use the

particles into the wall of the reactor. This di�usion might not only decrease the temperature

and inhibit fusion reactions from occurring, but also damage the wall of our expensive reactor.

In this section, the motion of a particle is discussed in the engineered magnetic �eld from a very

prominent nuclear reactor con�guration, the tokamak. The JET fusion device has a tokamak

con�guration, and so will ITER. The magnetic �eld is constructed one component at a time,

until a solid con�nement �eld has been built. The mathematical derivations are kept light, and

only the main �eld components will be discussed, so as to focus on the conceptual idea behind

con�nement.

A tokamak is shaped like a torus11. The plasma particles are con�ned inside the torus by

applying several magnetic �elds. In Figure 2.6, a schematic drawing of a tokamak is presented.

11 Many tokamak designs deviate in some way from the perfect torus form, but all close in on themselves in a
circular shape in the toroidal direction
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To understand the magnetic �eld lines in a tokamak, a short introduction to some relevant

electromagnetic phenomena is provided.

Figure 2.6: Schematic view of a tokamak and the main �eld coils with corresponding magnetic
�elds and resulting helical �eld [11].

Newton’s equation of motion dictates that a particle in an electric and magnetic �eld obeys

the following equation:

m
d

dt
v = qE(r; t) + q(v � B(r; t)) + Fext (r; t): (2.26)

For a homogeneous12 and stationary13 electric �eld, this reduces to

m
d

dt
v = qE: (2.27)

From equation (2.27), it can be found that the �eld accelerates the particles in the plasma. The

equation governing the position r is:

r = r0 + v0t +
1

2

q

m
E t2: (2.28)

If the �eld is homogeneous and stationary, the acceleration is constant.

12 Homogeneous means that the �eld has the same strength and direction everywhere. This is also often called
a uniform �eld.

13 Stationary means that the �eld does not change through time.
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Applying a homogeneous and stationary magnetic �eld B(r; t) = Bzez in the z-direction14

reduces equation (2.26) to

m
d

dt
v = q(v � B): (2.29)

Through dot-multiplication with v, it becomes clear that the kinetic energy remains constant

throughout the motion, so a charged particle does not gain kinetic energy from applying a

stationary magnetic �eld:

m
d

dt
v � v = q(v � B) � v = 0 =) d

dt
(mv2) = 0: (2.30)

The velocity is split into components parallel (vk = vz) and perpendicular (v? ) to the magnetic

�eld. The particle’s motion is not altered in the parallel direction, since the cross-product

vz � Bzez = 0. In the direction perpendicular to the magnetic �eld line, however, a cyclotron

motion occurs, leading to the following circle motion around the cyclotron center:

m
v2

?
r

= jqjv? Bz; (2.31)

with the cyclotron radius (also called gyroradius or Larmor radius) r c given by:

r c =
mv?
jqjBz

: (2.32)

This cyclotron motion, combined with the undisturbed motion parallel to the magnetic �eld,

results in a helical motion of particles around the uniform magnetic �eld lines, shown in Fig-

ure 2.7.

Figure 2.7: Movement of a charged particle in a homogeneous and stationary magnetic �eld.

The helical motion of charged particles in a uniform �eld is a very useful property for con�ning

particles. If a su�ciently strong uniform magnetic �eld is applied to a plasma, the motion of the

14 Any direction would have been �ne, but the z-direction was chosen without loss of generality.
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plasma particles is con�ned to a motion parallel to the magnetic �eld lines. The perpendicular

motion is heavily suppressed, since the particles rotate around their guiding center in (very)

small circles. If one could build an in�nitely long tube with a strong uniform �eld inside,

parallel to the main axis of the tube, (almost all) plasma particles could in theory move through

the tube without colliding with the wall. In reality, though, one cannot build an in�nite reactor,

so a practical solution is to bend the tube in a circle and have it close in on itself, forming a

torus. The long magnetic �eld lines from the tube are now replaced by toroidal �eld lines. This

principle is one of the main mechanisms of con�nement in a tokamak. A schematic view of the

helical motion of the particles is given in Figure 2.8.

Figure 2.8: The motion of charged particles in a torus with idealized uniform toroidal magnetic
�eld lines. The magnitude of the cyclotron radius is not to scale.

The disadvantage of bending the tube into a torus is that the magnetic �eld is no longer

uniform. The non-uniformity of the toroidal �eld results in drift velocities that have the plasma

particles drift into the wall once more. Without going into the particular details of the why

and how of these drift velocities15, one solution is to implement a poloidal magnetic �eld on top

of the toroidal one, resulting in a combined helical-shaped magnetic �eld. This is illustrated

in Figure 2.6. The helical �eld negates the outwards directed drift velocity. Still, this is not a

complete solution for con�ning the plasma. There is still turbulence in the plasma, and magnetic

instabilities can cause massive energy and particle losses to the plasma. Trying to mitigate these

instabilities is still an ongoing research area. One simple reason why ITER is so large is that

the volume of the plasma scales as � R3, but the surface that con�nes it scales as � R2, so

with increasing R the relative area through which particles and energies can escape through all

possible mechanisms becomes smaller compared to the volume, which improves con�nement.

The toroidal �eld is applied by running a current through the toroidal �eld coils. The toroidal

�eld coils are placed symmetrically in the toroidal direction, but the shapes of the coils follow the

poloidal direction around the torus. By running a high current through each of them, magnetic

�eld lines form inside of the coil, as illustrated left in Figure 2.9. The combined magnetic �elds

of the coils produce the total toroidal �eld, much like a bent solenoid wrapped around the torus.

The poloidal �eld is induced directly by the current running in the plasma, and indirectly by

15 The interested reader is referred to the literature on Hall drift, gradient drift and centrifugal drift velocities.
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Figure 2.9: Left: A current running through a �eld coil induces a toroidal magnetic �eld. Right:
A current running in the plasma induces a poloidal magnetic �eld.

the inner poloidal �eld coils that create the plasma current. The direct induction of the poloidal

�eld through the plasma current is illustrated on the right side of Figure 2.9.

ITER will have toroidal magnetic �elds up to 5.3 T, and the toroidal magnetic �eld strength

of JET is about 3.5 T. The 5.3 T from ITER is considered a strong magnetic �eld: it is induced

by running a current through superconducting coils. To give a scale of the size of the magnets

involved, and of tokamaks in general, a scale model of JET and ITER is shown in Figure 2.10.

2.3.3 Plasma heating

To get a plasma heated to temperatures of about 15 keV, several heating mechanisms can be

utilized on top of each other. The initial one, which gets the plasma to already impressive

temperatures of 1 to 3 keV, is called ohmic heating. Ohmic heating exploits the resistivity of

the plasma when there is a current running through it. This current is induced by the primary

transformer circuit, which basically consists of a large central solenoid in the middle of the

tokamak and the plasma itself as the secondary winding. When a very high current is run

through the central solenoid, a strong magnetic �eld is created. The plasma will react to a

variation in this magnetic �eld by producing its own current to try and negate the solenoid

magnetic �eld. So changes in the central solenoid current increase the plasma current. In

contrast to metallic conductors, the resistivity of a plasma actually decreases when the current

increases, so there is a decreasing ‘return on investment’ to the heating from the plasma current.

Still, a higher possible maximum current in the central solenoid can produce a higher plasma

current and result in a larger ohmic heating, so at �rst glance one could think to ramp up the

current to produce the desired temperatures. After about 3 keV, though, magnetic instabilities

cause too much power loss, and increasing the plasma current is thus not viable anymore.

To bridge the gap between the 3 keV and the 15 keV temperatures where alpha self-heating

takes over, one needs auxiliary heating processes. Two key auxiliary heating mechanisms are

neutral beam injection and radio frequency heating. Neutral beam injections inject particles with




