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Preface

Ironically, the first words that you are reading, are the last ones that I am writing down. These
words therefore terminate the work of an entire year, in which I have not regretted a single day
my choice to work on transformation optics. Without any doubt, this is the merit of several
people that supported and encouraged me in this process. I have thought about this section
several times this last year, very well realising how difficult it would be to express my gratitude
in just a few sentences. Without any hope of completeness, I will hereby give it a try.

It would not feel right to start with anyone else than my promotor, Irina Veretennicoff, who
supported me far beyond the scope of the academical purposes. She knows how to capture the
essence of things in an extremely elucidating way. Irina, you are truly the most inspiring person
I have ever met.

I could not have dreamt a better supervisor than Philippe Tassin, a true perfectionist. Whenever
your calculations get the label "Philippe Tassin approved", chances are great you have not made
any error. Philippe, we actively demonstrated the absolute relativity of space and time during
the late Skype meetings while you were in Crete. I sincerely hope that we can continue to do
this in the future.

I am also indebted to Ben Craps for introducing me to the world of general relativity and
for helping me out during my first steps in transformation optics. The same applies for Jan
Danckaert and Guy Van der Sande, who were always willing to help me. This brings me to
Christof Debaes, who I would like to thank for his very fast interventions whenever I encountered
software problems.

I am also very grateful to the members of my jury for having accepted to judge my master thesis.

This work does not only complete the last year of research, it also symbolises the end of five year
academic education at the Vrije Universiteit Brussel. Therefore, this seems a good opportunity
to thank everyone who contributed in this wonderful experience. The professors, the assistants
and the administration for developing a critical spirit in an open-minded environment. But of
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course, this would not have been so much fun without my classmates: Arno, Jana, Pierre, Stijn,
Tom and Werner, aka. "the crazy lasers".

I have to mention my friends back home. Not only because they have suggested numerous
"alternative" applications involving the use of an invisibility cloak, but most importantly because
they oblige me to relax from time to time. Of course, there is Merel, who was kind enough to
give several proposals on how I could mention her in these acknowledgements. Aside from
all these—correct—proposals, I would sincerely like to thank her for being the person she is.
Special thanks also go to her mother, Carine, who designed the professional cover of this work.

Finally, I want to thank my family. My brother, for helping me around with his linguistic skills
and my parents for learning me what is important in life. I want to end with my grandmother
who supported me during my entire educational career. It is to her that I dedicate this work.

Vincent Ginis

Brussels, 2 June 2009
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Summary

Transformation optics provides a new way of looking at the interaction between light and matter.
This recently developed method in electromagnetism is based on the analogy between the
macroscopic Maxwell’s equations in complex dielectrics and the free-space Maxwell’s equations
on the background of an arbitrary metric. The implementation of these complex dielectrics
requires the use of metamaterials. In this work, we adopt the techniques of transformation
optics in order to design two novel optical devices.

First, we use transformation optics for the implementation of optical cavities. Traditionally,
optical microcavities are restricted in size due to the wavelike nature of light. This makes it
impossible to confine light in a volume whose dimensions are smaller than the wavelength of
light. Using transformation optics, we derive four designs for an optical cavity. The first two—
a traditional invisibility cloak and a hyperbolic map—do not exhibit subwavelength modes.
The third design offers a continuum of subwavelength modes, but is extremely sensitive to
material perturbations. In the last design, we eliminate this sensitivity while keeping some of
the subwavelength modes. The latter two devices, which are partially made with left-handed
materials, have deep subwavelength modes.

The second component that we address is a frequency tuning device. Nowadays, it is quite
difficult to achieve accurate frequency shifting of electromagnetic energy. Moreover, this process
often generates unwanted sidebands. Therefore, we implement the mechanism of the biggest
frequency shifter that exists: the universe. As light is travelling from one place to another in
the outer space, the frequency of a photon is changing, since it is subjected to gravitational
and cosmological redshifts. We calculate the material properties required to implement these
redshifts with dielectrics and propose a frequency shifter based on an analogy to the cosmological
redshift. We show that this device, which needs a time-dependent index of refraction, is a perfect
frequency shifter.
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Samenvatting

Transformatieoptica biedt een nieuwe kijk op de interactie tussen licht en materie. Deze re-
cent ontwikkelde theorie is gebaseerd op de analogie tussen de macroscopische maxwell-
vergelijkingen in complexe diëlektrica en de maxwellvergelijkingen in de lege ruimte op de
achtergrond van een willekeurige metriek. De implementatie van deze diëlektrica vereist het
gebruik van metamaterialen. In dit werk wenden we de technieken van transformatieoptica
aan om twee nieuwe optische componenten te ontwerpen.

Eerst passen we transformatieoptica toe op de implementatie van optische caviteiten. Tradi-
tionele caviteiten zijn steeds beperkt in grootte door het golfkarakter van het licht. Dit fenomeen
maakt het onmogelijk om licht op te slaan in een volume met een karakteristieke lengte die
kleiner is dan de golflengte van het licht. Met behulp van transformatieoptica ontwerpen we
vier optische caviteiten. De eerste twee—de gekende onzichtbaarheidsmantel en een hyperbo-
lische transformatie—hebben geen subgolflengte oplossingen. Het derde ontwerp vertoont een
continuüm aan subgolflengte modes, maar is jammer genoeg heel gevoelig aan materiaalper-
turbaties. In het laatste ontwerp elimineren we deze gevoeligheid terwijl enkele subgolflengte
modes bewaard blijven. Deze laatste twee caviteiten, deels gemaakt uit linkshandige materialen,
hebben diep subgolflengte modes.

Een tweede component die we bestuderen is een frequentietuner. Momenteel is het vrij moeilijk
om nauwkeurig de frequentie van elektromagnetisch golven te veranderen. Bovendien worden
er in dit proces vaak ongewenste zijbanden gegenereerd. We passen daarom het mechanisme
toe van de grootste frequentieshifter die bestaat: het universum. Licht dat propageert doorheen
het heelal heeft geen constante frequentie, vermits het onderworpen is aan zogenaamde gravi-
tationele en kosmologische roodverschuivingen. We berekenen de materiaalparameters die
nodig zijn om deze roodverschuivingen te implementeren met behulp van diëlektrica en naar
analogie van de kosmologische redshift stellen we een component voor waarmee het mogelijk
is om de frequentie te veranderen. We bewijzen dat deze component, dewelke gebruik maakt
van een tijdsvariërende brekingsindex, een perfecte frequentieshifter kan zijn.
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Résumé

L’optique des transformations fournit une nouvelle manière de regarder l’interaction entre la
lumière et la matière. Cette méthode développée récemment dans l’électromagnétisme est basée
sur l’analogie entre les équations macroscopiques de Maxwell dans les diélectriques complexes
et les équations de Maxwell en espace libre sur le fond d’un métrique arbitraire. La réalisation
de ces diélectriques complexes exige l’utilisation des métamatériaux. Dans ce travail de fin
d’étude, nous adoptons cette methode afin de concevoir deux composants optiques originaux.

D’abord, nous employons l’optique des transformations pour l’exécution des cavités optiques.
Traditionnellement, des microcavités optiques sont limitées dans la taille due à la nature on-
duleuse de la lumière. Ceci le rend impossible de confiner la lumière en volume dont les
dimensions sont plus petites que la longueur d’onde de la lumière. Utilisant l’optique des
transformations, nous dérivons quatre conceptions pour une cavité optique. Les deux premiers,
un manteau d’invisibilité traditionnel et une carte hyperbolique, ne montrent pas les modes
sub-longueur d’onde. La troisième conception offre un continuum de modes sub-longueur
d’onde, mais est extrêmement sensible aux perturbations matérielles. Dans la dernière con-
ception, nous avons éliminé cette sensibilité tout en gardant certains des modes sub-longueur
d’onde. Les deux derniers dispositifs, qui sont partiellement faits avec les matériaux gauchers,
ont des modes profondément sub-longueur d’onde.

Le deuxième composant que nous adressons est un dispositif pour changer la fréquence. Pour
l’instant, il est tout à fait difficile de réaliser le décalage précis de fréquence de l’énergie élec-
tromagnétique. D’ailleurs, ce processus produit souvent des bandes latérales non désirées. Par
conséquent, nous mettons en application le mécanisme du plus grand levier de fréquence qui
existe : l’univers. Pendant que la lumière voyage d’un endroit à l’autre dans l’espace extra-
atmosphérique, la fréquence d’un photon change, puisqu’elle est soumise au décalage vers le
rouge gravitationel et cosmologique. Nous calculons les propriétés des matériaux priées pour
mettre en application ces décalages vers le rouge cosmologique avec des diélectriques et pour
proposer un levier de fréquence. Nous prouvons que ce dispositif, qui a besoin d’un indice de
réfraction dépendant du temps, est un levier parfait de fréquence.
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CHAPTER 1

Prelude

“Time and space. . . It is not nature which imposes them upon us,

it is we who impose them upon nature because we find them convenient.” — Henri Poincaré

1.1 Context

The fundamental interaction between light and matter enables to generate, manipulate and
detect the properties of light. Traditional optical components already achieve this up to a
very high degree: optical fibre connections that guide optical signals over long distances,
lensing systems for optical imaging, dielectric microcavities to confine electromagnetic energy,
or nonlinear devices that enable frequency manipulations are just a few examples.

The advent of metamaterials—man-made, subwavelength structures whose electromagnetic in-
teraction can be designed—opens up a new world of possibilities. Whereas traditional materials
only interact with light through the electric permittivity, metamaterials can have an effective
permittivity and permeability different from unity at optical frequencies. Moreover, they offer
the possibility to design left-handed materials.

Transformation optics, on the other hand, is a theoretical framework for the design of optical de-
vices that uses the analogy between dielectrics and nontrivial geometries. It imposes constraints
on the material’s response that can be made using metamaterials. Transformation optics and
metamaterials can thus be combined to create components that are science fiction within the
framework of traditional optics. The invisibility cloak, the device that renders even the strongest
scatterers invisible, is perhaps the best example.

1



CHAPTER 1. PRELUDE

1.2 Motivation

In this thesis, we want to further explore the potential of transformation optics.

Firstly, we will attempt to use the formalism to design an optical cavity. Traditional optical
cavities, such as optical microcavities, are limited in size due to the wavelike nature of light.
The largest wavelength that can be confined is approximately equal to the characteristic size of
the structure and it is thus impossible to make the cavities smaller than the wavelength under
consideration. This is exactly what we will try to overcome. Such a cavity with subwavelength
dimensions would, e.g., pave the way for miniaturisation in optical data processing.

Secondly, we will asses the techniques of space-time transformation optics in the design of a
frequency tuner. The frequency of electromagnetic energy cannot be tuned easily. Very often,
unwanted sidebands will appear in the process and the conversion is generally not efficient. An
approach using transformation optics might solve some of these problems. A frequency shifter
can be readily used for several laser applications or could be applied for all-optical frequency
modulation.

The third and perhaps main purpose of this work will be to obtain a deeper understanding of
the electromagnetic interaction with matter, looking for fundamental laws and limitations in a
world where materials have no constraints.

1.3 Structure

In chapter 2, we will present the reader a brief introduction to the world of metamaterials.
Starting from a little history, we will highlight the most important properties of these structures.
This chapter also contains the well-known results on the behaviour of light in left-handed
materials. We conclude with a discussion on the perfect lens.

In the next chapter, we will give a detailed description of transformation optics. This will
include an indespensible introduction to the language of differential geometry. We will also
derive the formulae that are used to design the material’s permittivity and permeability and we
will generalise them for transformations with the background of an anisotropic material. The
theory will become clear by considering to examples: the invisibility cloak and the perfect lens.

Dielectric microcavities are currently the state-of-the-art devices to confine light in small regions.
We will analyse their modes in the fourth chapter. This will serve two purposes: it will give an
idea of the current short comings of these devices, and the used techniques of calculating the
modes will be benchmarked with results from the literature.

In the next two chapters we will use transformation optics to design alternatives for these cavities.
In chapter 5, we will analyse the confining capabilities of the invisibility cloak and propose a new
component. Both devices potentially are cavities, but do not satisfy our demand of subwavelength
confinement. In chapter 6 we will introduce a device that has infinitely many subwavelength
modes. These modes, however, are extremely sensitive to geometrical perturbations. Due to its
analogy with the perfect lens, we will name it the perfect cavity. We conclude this chapter with

2



CHAPTER 1. PRELUDE

a derived design that still inhibits subwavelength modes and does not suffer from the extreme
sensitivity.

In the seventh and last chapter, we will design a frequency shifter. First, we have to generalise the
transformation formulae for general space-time geometries. Then we implement two solutions
from general relativity that both inhibit a redshift. Although the Schwarzschild solution does not
give satisfying results, the Robertson-Walker metric can perfectly be used in the implementation
of a frequency shifting device.

3



CHAPTER 2

Metamaterials

This chapter contains a brief introduction to metamaterials. In the first section, we
will explain the underlying physical principles of these materials. Subsequently,
we will demonstrate some well-known properties of left-handed materials. We
end this chapter with a discussion on the perfect lens, which can image light with
subwavelength resolution.

2.1 Introduction

In recent decades, photonics has become a rapidly growing discipline involving different ap-
plications, ranging from very fundamental sciences to a broad range of industrial applications.
The use of electromagnetic waves at optical frequencies has gained popularity due to the high
degree of control, which is obtained by manipulating the light through the interaction with
materials. This interaction is described by the macroscopic Maxwell’s equations

∇ ·D(r, t) = ρfree(r, t), (2.1)

∇ ·B(r, t) = 0, (2.2)

∇ × E(r, t) = −
∂B(r, t)
∂t

, (2.3)

∇ ×H(r, t) =
∂D(r, t)
∂t

+ Jfree(r, t), (2.4)

in combination with constitutive equations that define the material’s response

D(r, ω) = ε0ε(r, ω)E(r, ω), (2.5)

B(r, ω) = µ0µ(r, ω)H(r, ω), (2.6)

Jfree(r, ω) = ε0σ(r, ω)E(r, ω), (2.7)
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where ε0 and µ0 are the free-space permittivity and permability, respectively, ε and µ correspond
to the relative permittivity and permeability, and the electrical conductivity of the material
is abbreviated by σ [1]. In these constitutive equations, we have restricted ourselves to a
linear, isotropic material, which is sufficient for our purpose. These equations are the result
of an overall averaging of the effect of every individual atom inside the material. This effective
medium approach is certainly valid at optical frequencies since the corresponding wavelength
of such electromagnetic waves is orders of magnitude larger than the functional elements: the
wavelength of visible light λoptical ≈ 500 nm is much larger then the characteristic length of an
atom = 1Å. The above mentioned ability to manipulate light with materials results from our
degree of controlling the constitutive parameters. In naturally occurring materials, however, the
magnetic permeability µ is extremely close to unity at optical frequencies and so we are limited
to varying the electric permittivity.

Unconstrained by these naturally occurring limitations, Victor Veselago published in 1968 a
seminal paper in which he introduced the concept of left-handed media, having simultaneously
ε < 0 and µ < 0 [2]. These media would experience peculiar properties such as negative
refraction—introducing the possibility of a planar lens—and the inversion of the Doppler shift.
Due to the purely hypothetical nature of these results, they did not gain a lot of attention in
those days.

In 2000, the exploratory efforts of Veselago were revalued when Smith et al. realised a left-handed
material experimentally [3, 4]. Using a composite material built with an array of tiny metallic
structures, negative refraction was observed at microwave frequencies. The ideas behind such
a composite structure were delivered by Pendry et al. [5]. They introduced the concept of a
metamaterial, which is an artificial structured medium in which subwavelength components
determine the electromagnetic properties. In short, the function of an individual atom of natural
occurring media is replaced by little man-made structures that can be designed with specific
characteristics. In the next section, we will discuss the underlying ideas behind these materials
and how they are designed. This will necessarily be a brief introduction. The interested reader
can find a more elaborate discussion in Refs. [6, 7].

2.2 Metamaterials for Left-Handed Light

2.2.1 Negative Permittivity

Negative permittivities can be found in naturally occurring materials. The dielectric function of
a simple metal is given by

ε(ω) = ε0

1 −
ω2

p

ω(ω + iγ)

 . (2.8)

The plasma frequency ωp is given by

ω2
p =

Ne2

mε0
, (2.9)

where N, e and m represent the density, the charge and the mass of the electrons, respectively.
Dissipation is taken into account by the damping rate γ. If the frequency is much lower than
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the plasma frequency, the attenuation will be too high and the field will not penetrate into the
metal.

In Ref. [5] Pendry et al. proposed an array of thin metallic wires, shown in Fig. 2.1, that—on
average—acts like a plasma with a dispersion relation given by Eq. (2.8). Such a structure
has a tunable electron density Neff and electron mass meff , both depending on the geometrical
parameters of the composite structure: the lattice constant a, and the radius of the wires r. Using
copper wires with a radius r = 1.0 µm and a lattice constant a = 5.0 mm, they achieved a plasma
frequencyωp = 2π×8.2 GHz. Hereby, they realised a negative permittivity with low attenuation
in the microwave band.

Figure 2.1: A periodic array of thin metallic wires has a dispersion function ε(ω) of a plasma,
in which we can tune the plasma frequencyωp with the geometrical parameters a, the lattice

constant, and r, the wire’s radius. Reproduced from Ref. [5].

2.2.2 Negative Permeability

Achieving negative permeability is a less straightforward issue. It was again Pendry and his co
workers that provided a solution: a square lattice of split-ring resonators [8]. To understand the
physical principle of these structures, let us first consider an array of closed conducting rings
with radius r. A magnetic field component H that is directed perpendicular to the plane of these
rings will generate an electromagnetic force in the rings. The current I inside a single ring can
be calculated by a traditional LR-circuit analogy:

I = −
φ

L + iR/ω
, (2.10)

where the magnetic flux φ is proportional to the applied field: φ = µ0πr2H. Each individual
ring will then generate a magnetic dipole m = πr2I and a three-dimensional array of these
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components will have—on average—a permeability that is given by

µ = 1 −
Fω2

ω2 + iωΓ
, (2.11)

where F is a geometry-dependent factor that encodes the compactness of the array and Γ is the
damping rate, depending on the resistance of the individual rings. Since F is necessarily much
smaller than one, such an array of closed rings would not provide the possibility for negative
permeability. By opening the ring with a little gap, the equivalent electrical circuit becomes
an RLC-circuit, in which we introduce a resonance for the current characteristic. The resulting
permeability is given by

µ = 1 −
Fω2

ω2 + iωΓ − ω2
r
. (2.12)

The resonance frequency is given by ωr = 1/
√

LC. The regions with negative permeability are
situated around this frequency where, unfortunately, we encounter the biggest absorption peak.

Figure 2.2: An array with lattice constant a of split-ring resonators, that generate negative
permeability in a narrow frequency band. The split-rings are combined in pairs—with the
gap in different direction—to enhance the symmetry of the structure. Reproduced from

Ref. [8].

2.2.3 From Microwaves to Optical Frequencies

The combination of thin wires and split-ring resonators can achieve the purpose of combining
ε and µ simultaneously negative. One should, however, be careful when combining these
structures, since the split-ring resonators will influence the plasma frequency ωp of the wires.
Experimentally, the first demonstration of negative refraction was obtained by measuring the
transmitted power as a function of the frequency. In the effective medium approximation and
neglecting losses inside the material, we find that the magnitude of the wave vector k inside the
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material is given by

k2 = ε(ω)µ(ω)
ω2

c2 ≈
ω2
− ω2

p

c2

ω2
− ω2

b

ω2 − ω2
r
, (2.13)

with ωb = ω0
√

1 − F. We notice therefore a window ωr < ω < ωb in which k2 > 0 where
propagation is allowed. The transmission spectrum of the experiment is shown in Fig. 2.3. The
solid line indicates the transmission when using only split-ring resonators, where the minimum
coincides with the region of negative µ. The dashed line shows the transmission spectrum
when the thin wires are added. The region with µ < 0 now indicates a maximum due to the
combination with ε < 0.

Figure 2.3: The transmission spectrum of a composite material combining split-ring res-
onators and thin wires. The solid line is the transmission in absence of the thin wires. The
dashed line shows the transmission when both components (split-rings and thin wires) are
present. Around 4.9 GHz, the composite material has left-handed behaviour. Reproduced

from Ref. [3].

In the following years, researchers aimed to increase the operational frequency, which roughly
equals ωr = 1/

√
LC. At first, this was done by scaling the components: since L and C are

proportional to the dimensions, ωr scales inversely proportional to the dimensions of the func-
tional elements. This linear scaling behaviour unfortunately breaks down when the frequency
becomes too high, as the kinetic inductance of the electrons Le is inversely proportional to the di-
mensions and becomes dominant over the magnetic inductance Lm [9]. At very high frequencies,
the resonance frequency will thus approach a constant.

To push the frequency above 100 THz into the optical regime, several new designs were sug-
gested, the most important being the cut-wire pairs and the fishnets, both shown in Fig. 2.4. It
is quite difficult to obtain simultaneously ε and µ negative using the cut-wire structure. The
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(a) (b)

Figure 2.4: New designs to achieve negative permittivity and permeability at optical fre-
quencies. (a) The cut-wires, where the magnetic field, polarised as in indicated will generate
negative permeability. Reproduced from Ref. [10]. (b) The fishnet design, where a dielec-
tric layer is sandwiched between two metallic layers. The structure combines electric and

magnetic resonances at the same frequencies. Reproduced from Ref. [11].

most promising results have been obtained using fishnets. These structures have achieved
left-handedness at infrared and visible wavelengths.

2.3 Electrodynamics of Left-Handed Light

Before we take a closer look at the propagation inside left-handed materials, let us first demystify
the origin of the name left-handed light. Therefore, consider a plane wave E = E0e i(k · r−ωt)

propagating through a material with negative permittivity and permeability. Maxwell’s curl
equations (2.3)-(2.4), in combination with the constitutive equations (2.5)-(2.6) then yield

k × E0 = ωµ(ω)H0, (2.14)

k ×H0 = −ωε(ω)E0. (2.15)

This implies that E, H and k form a left-handed basis when ε and µ are negative, hence the name
left-handed light.

In combination with the fact that S = E × H, which is valid in any material, we find that k
is directed in the opposite direction than Poynting’s vector S, which indicates the direction of
energy flow.

2.3.1 Negative Index of Refraction

Now we have demonstrated the possibility of fabricating materials whose permittivity and
permeability can be simultaneously negative, it is time to have a look at the electrodynamics
of these media. Let us first have a look at the index of refraction. This material parameter is
defined as

n = ±

√
εµ

ε0µ0
. (2.16)
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But why should we take the negative root when both ε and µ are negative? To understand this
we have to approach ε, µ and n as complex parameters, taking into account absorption:

ε
ε0

= rεe iθ, (2.17)

µ

µ0
= rµe iφ, (2.18)

In a passive material, the imaginary part of these parameters has to be positive, implying that
the waves decay with time.∗ Therefore, both φ and θ are angles between π/2 and π, since the
real parts of ε and µ are negative. The refractive index n can either be n1 =

√rεrµe(θ+φ)/2, or
n2 =

√rεrµe(θ+φ)/2+π. Since n2 has a negative imaginary part, which is not possible in a passive
material, we have to define n1 as the refractive index.

2.3.2 Negative Refraction

The most famous property of a negative index of refraction is probably the associated negative
refraction at the interface between a right-handed material and a left-handed material, where
the light rays bend in the wrong way. This is an immediate consequence of Snell’s law:

n1 sinθi = n2 sinθt. (2.19)

Provided that this law is still valid for these interface, as proven in [2], we find that θt has to be
negative when n2 is negative. The effect is shown in Fig. 2.5.

n1

n2

Negative refraction Positive refraction

Figure 2.5: An incident light ray is bent in the wrong direction when at the boundary
between a left- and a right-handed material with refractive indices n1 and n2, respectively.

The dashed arrow indicates the traditional direction of a refracted ray.

2.3.3 The Perfect Lens

In his seminal paper, Veselago introduced an interesting application of negative refraction [2]:
a planar lens, consisting of a material with n = −n0 between two planar facets. As shown in

∗When we apply the convention of time variations e− iωt.
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Fig. 2.6, each ray is refracted at the boundaries of the lens. When the object is positioned close
enough to the lens—at distance l from the leftmost boundary smaller then the total width of the
lens d, it will have an image behind the lens that is situated at a distance d− l from the rightmost
boundary. We notice that there will be a second image inside the lens at the first intersection of
the rays.

In 2000, Pendry has shown that Veselago’s lens has the property of subwavelength imaging [12].
Whereas normal lens systems all have a natural resolution, determined by the wavelength of
the light under consideration, this superlens images all information in the object, including the
evanescent tails. In the next chapter, we will approach this device from a different angle, since we
will demonstrate how this superlens can be understood within the framework of transformation
optics.

l d d - l

n1 n2

Figure 2.6: A planar device with negative refractive index n2 = −n1 can function as a lens.
Rays that are emitted from an object at distance l < d from the left boundary are refracted
two times at the interfaces of the lens and converge back to form an image behind the device.

We notice also that a second image is situated inside the lens.
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CHAPTER 3

Transformation Optics

A new paradigm to study the interaction between light and matter. That would be
a one-sentence-definition of transformation optics. In this chapter we will spend
some more time on this fascinating theory that brought us the invisibility cloak.
Although a bit farfetched at first sight, we will start the presentation by introducing
some basic concepts of differential geometry, the language of Einstein’s general
relativity. Their usefullness will become clear in the subsequent section where we will
derive the mathematical formalism of transformation optics starting from Maxwell’s
equations. The implementation of an inivisibility cloak will be an illustrative example
to demonstrate how these equations turn into practical realisations of ideas. We will
conclude this chapter with an analysis of the invisibility cloak and the perfect lens.
Most of the results presented in this chapter are due to the pioneering work of Ulf
Leonhardt [1] and John Pendry [2].

3.1 Introduction

Electromagnetic fields perceive a different reality from ours. Usually, we are not aware of this
property. When we look in the mirror, e.g., we confide in light to give us a true picture of
our face. In some cases, however, light is not such a loyal ally to describe our surroundings.
A well-known example hereof takes place above the hot sand of the desert. An unfortunate
physicist could be fooled by the illusion of an oasis when he does not keep in mind that there
is a difference between his and the photon’s reality. This is because light is travelling along the
shortest optical path.∗ Therefore, light rays coming from the sky are refracted along the earth’s
surface towards the observer. Fig. 3.1 clearly shows the difference between the optical and the
Euclidean distance between two points A and B, when the refactive index varies in the vertical
direction. However, instead of passively undergoing the tricks of light, we can use these effects
to enhance our control over electromagnetic fields. This is the basic idea behind transformation

∗Actually, light travels along paths with extremal optical path length.
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Figure 3.1: The optical path (full line) differs significantly from the Euclidean shortest path
(dotted line) between two points in media with an inhomogeneous index of refraction n. The
shortest optical path runs through the area with lower n. This phenomenon is responsible
for fata morganas above the hot sand (lower n) in the dessert: an observer, positioned in
A, would think that the blue colour, coming from the sky in B, originates from the earth’s

surface, since he perceives it at a different angle. Reproduced from Ref. [1].

optics: controlling the electromagnetic fields by influencing the electromagnetic reality. This
reality is co-determined by the constitutive parameters of the medium.

This idea is not new at all. Although the concepts date back to antiquity and can be found
in the work of Hero of Alexandria, Fermat is probably the first to define the optical distance
in his variational principle: when travelling between two points, light will travel along the
path which generates an extremal optical path length (OPL). This quantity is defined as the
geometrical length—as we would measure it—multiplied with the refractive index:

OPL =

∫ B

A
n dl. (3.1)

Physically this formula can be understood as follows: in the ’wave-language’, monochromatic
light can be characterised by its vacuum wavelength λ0. In a medium with refractive index n,
this wavelength is altered to λ = λ0/n. In a region with higher n the wavelength will be smaller
than in a region with lower n. Now one could imagine that a light ray with a smaller wavelength
measures a larger space than a ray corresponding to a larger wavelength, just as you would ask
a baby or a T-rex to gauge a hundred meters. Reality is relative to whom is measuring it.

The use of geometrical tools for the description of the propagation of light in media was further
elaborated in the previous century. This evolution and corresponding references can be found
in Ref. [1]. From these, we want to highlight the work of Plebanski [3], who investigated the
scattering of electromagnetic plane waves due to a nontrivial gravitational field, by introducing
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Plebanski’s constitutive equations, connecting the macroscopic fields D and H with E and B:

D(r, ω) = ε0ε(r, ω)E(r, ω) +
w(r, ω)

c
×H(r, ω),

B(r, ω) = µ0µ(r, ω)H(r, ω) −
w(r, ω)

c
× E(r, ω), (3.2)

where w represents the bi-anisotropy vector of the material. This way, he introduced an impor-
tant conceptual insight: not only the properties of matter, but also the background of space-time
can be contained within the constitutive equations.

Although the ideas were hanging around since a long time known, it took until 2006 for trans-
formation optics to appear in the literature. That year, Leonhardt [4] and Pendry et al. [2]
independently proposed methods for the design of an optical invisibility cloak. The first paper
applies a conformal transformation to Helmholtz’ equation to derive a refractive index profile
n(x, y) that achieves perfect invisibility [4]. The method, however, is only valid within the realm
of geometrical optics. The second paper investigates how ε and µ change when performing a
general coordinate transformation of Maxwell’s equations [2]. Both papers use an “electromag-
netic space” as a tool to derive material properties in physical space. These concepts will be
further clarified in Sec. 3.3.

Although its first and most famous application is the invisibility cloak, transformation optics
has proven to allow for very broad range of applications: concentrators [5], beam expanders
[6], beam bends [7], beam shifters [8], polarisation splitters and polarisation rotators [9], electro-
magnetic wormholes [10], a hyperlens [11], a superantenna [12] and many other electromagnetic
devices have been suggested. The applicability can be even more extended by the introduction
of transformations involving the time-coordinate [13].

The research behind transformation optics gained momentum thanks to the promising advent
of metamaterials, based on two effects: firstly, metamaterials lead the optical engineer to dream
he is living in a world where everything is possible, secondly, these materials with numerous
degrees of freedom demand a general design technique to implement them in optical systems.

3.2 Toolbox Differential Geometry

An unaccelerated object∗ moves along the geodesics of space-time. What we perceive as the
force of gravity is actually the curvature of space-time in the presence of energy and momentum,
which alters the geodesics on which we tend to stay. This is how Einstein generalised Newton’s
theory of gravity to what we now call general relativity [14]. Minkowski space-time from
special relativity had to be replaced by a more general, curved space. These curved spaces are
the subject of differential geometry. Since this mathematical discipline does not belong to the
canon of electromagnetic knowledge, we will give a brief introduction to its main concepts. For
this introduction, we have been inspired by Refs. [1, 15].

∗This is by definition an object which is only subject to gravity
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Figure 3.2: Definition of manifolds: a sphere (left) and a torus (middle) locally look like R2,
two cones intersecting at their vertices (right) have one point (the vertex) which does not

look like Rn.

3.2.1 Manifolds

Manifolds are very fundamental concepts in mathematics and physics. They represent the gen-
eralisation of the well-known n-dimensional Euclidean space and incorporate more complicated
sets such as a sphere or a torus. Although not very rigourous, we will define a manifold M as
a set which “locally looks like” Rn. A formal definition of what is actually meant with “locally
looks like” can be found in Ref. [15]. For our purpose of introducing transformation optics, it
is important to have some intuitive feeling of what a manifold actually is. Therefore we give
two examples in Fig. 3.2 that are manifolds (sphere, torus) and one that is not (intersecting
cones). These manifolds will serve as the background on which we will introduce the following
concepts.

3.2.2 Vectors

Vectors are objects from a vector space. We can define them on a manifold. The velocity of
a particle, moving on a manifold, is an example of such a vector V. It is important to stress
that a vector is located at a given point of the manifold and not stretching from one point to
another. At each point of the manifold, we can define a tangent space TP, which is the set of all
possible vectors in that point. On this tangent space TP, we can define a coordinate system by
introducing a set of basis vectors e(i). With respect to this basis, a general vector V in the point
P can be decomposed as:

V = Vie(i). (3.3)

This expression could be somewhat mysterious at first sight, due to the appearance of the indices.
When working in a three-dimensional manifold, i can take the values (1, 2, 3), corresponding
to the number of basis vectors.∗ With this equation we also introduce Einstein’s summation

∗In the three-dimensional case, we also use the Latin letters j, k. . . as an index, four-dimensional manifolds (such as
Minkowski’s space-time) use Greek indices µ, ν. . .
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M

P

TP e1

e2

V

Figure 3.3: A vector V associated with a point P of a manifold M lives in the tangent space
TP and can be decomposed with respect to basis vectors e1 and e2, according to Eq. (3.3).

convention: an expression with a repeated index appearing as an upper and a lower index
(superscript and subscript) implies a summation over this index. Such an index is called a
dummy index. An index which is not summed over (and by definition is appearing at both
sides of an equation) is a free index, implying that the equation is valid for every possible value
of that index (1, 2, 3). This convention enables us to abreviate our expressions. Eq. (3.3) should
thus be read as

V = V1e1 + V2e2 + V3e3. (3.4)

The brackets around the i of the basis vectors in Eq. (3.3) are there to remind us that we are
summing over a set of vectors instead of the components a vector. The norm of a vector, e.g.,
can easily be written as

‖V‖ = ViVi = V1V1 + V2V2 + V3V3. (3.5)

Eq. (3.3) clearly demonstrates that a vector has an existence independent of a coordinate system.
A coordinate system acts as a means to introduce the components of that vector, which is quite
uselful in practical calculations. For the sake of generality, we will therefore define a vector as
a geometrical entity in a point P of a manifold M, which lives in the tangent space TP and is
characterised by components with an upper index i.

3.2.3 One-forms and Tensors

In Eq. (3.5), we introduced Vi. These are components with a lower index, corresponding to
a one-form (or dual vector). Just like vectors, dual vectors are associated with a point P of a
manifold M and have an existence independent of a coordinate system. The collection of all
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dual vectors in a point P defines the dual vector space T∗P. In this space we can equivalently
define basis dual vectors θ(i), such that a general dual vector ω can be written as:

ω = ωiθ
(i). (3.6)

We can approach these dual vectors now from a different point of view: by introducing an
additional equation between both sets of basis vectors e(i) and θ( j):

e(i)θ
( j) = δ j

i . (3.7)

then we can regard a dual vector as a linear map from the vector space TP to the real numbers:

ω(V) = ωiθ
(i)V je( j) = ωiV jδ j

i = ωiVi. (3.8)

This concept can be generalised to a multilinear map from a set of k vectors and r dual vectors to
R. Keeping in mind Einstein’s summation convention, we know this object should be looking
like:

T = Ti1i2...ir
j1 j2... jk

e(i1) ⊗ e(i2) . . . e(ir) ⊗ θ
( j1)
⊗ θ( j2) . . .θ( jk), (3.9)

since it should contract with k objects with a lower index and r objects with a upper index.
Eq. (3.9) defines the components of the tensor of rank (r, k) as a function of the basis vectors
and dual vectors. This expression contains the tensor product operation ⊗, that defines a product
between a (k, l) tensor T and a (m,n) tensor S by

T⊗S(ω(1) . . .ω(k+m),V(1) . . .V(l+n)) = T(ω(1) . . .ω(k),V(1) . . .V(l))×S(ω(k+1) . . .ω(k+m),V(l+1) . . .V(l+n)).
(3.10)

3.2.4 Transformation Laws

An important property of these above mentioned mathematical objects is how their components
change under a general coordinate transformation. Therefore we can consider two sets of
coordinate systems denoted by {xi

} and {xi′
}. We can then choose to work with the coordinate

basis for TP and define [15]

e(i) =
∂

∂xi , (3.11)

θ(i) = dxi. (3.12)

The coordinate bases of the different coordinate systems {xi
} and {xi′

} are then related by the
chain rule

e(i′) =
∂xi

∂xi′ e(i), (3.13)

θ(i′) =
∂xi′

∂xi θ
(i). (3.14)
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Note that we are using Einstein’s summation convention. To visualise this a bit more, we can
introduce the transformation tensors Λi

i′ and Λi′
i by

Λi
i′ =

∂xi

∂xi′ (3.15)

Λi′
i =

∂xi′

∂xi (3.16)

One can now derive the transformation law for the components of a vector V or a dual vector
ωwhen going from one coordinate system {xi

} to another {xi′
}:

V = Vie(i) = Vi′e(i′), (3.17)

Vi′ = Λi′
iV

i, (3.18)

and

ω = ωiθ
(i) = ωi′θ

(i′), (3.19)

ωi′ = Λi
i′ωi, (3.20)

where we used the fact that the vector V and the dual vectorω are coordinate independent. We
can now write down the most general transformation law of an arbitrary tensor with k upper
indices and l lower indices:

T
i′1i′2...i

′

k
j′1 j′2... j

′

l
= Λ

i′1
i1
Λ

i′2
i2
. . .Λ

i′k
ik
Λ

j1
j′1
Λ

j2
j′2
. . .Λ jl

j′l
Ti1i2...ik

j1 j2... jl
. (3.21)

This transformation law (3.21) is such a fundamental equation that it is sometimes used to define
a tensor.

3.2.5 The Metric

The most famous tensor associated with a manifold is the metric. Being so fundamental, we
will spend an entire section on this object. The metric encodes the local geometry of a manifold
and provides a measure of distance on this manifold. That is why we use the symbol of a line
element ds2 for the metric:

ds2 = gi j dxidx j. (3.22)

Being a (0, 2)-tensor—having two lower indices—it acts on two vectors to yield a real number.
This operation is the generalised inner product (or dot product):

ds2(V,W) = gi jViW j. (3.23)

The norm of a vector can also be defined as the inner product with itself:

‖V‖ = ds2(V,V) = gi jViV j, (3.24)

and if we compare Eq. (3.5) with Eq. (3.24), we notice a very useful property of the metric tensor:

‖V‖ = ViVi = gi jViV j. (3.25)
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Together with its inverse gi j, which is defined by the equation gi jg jk = gklgli = δk
i , we can use the

components of the metric to raise and lower indices of tensors:

gi jV j = Vi, (3.26)

gi jVi = V j. (3.27)

The metric ds2 only depends on the background manifold in which we are working (sphere,
torus. . . ). Its components, however, are also subject to the coordinates in which we are work-
ing. Since we will need it later on, we will give here some examples on how the components
of the metric change with the coordinate system. We will express the metric of the well known
Euclidean “flat” spaceR3 in three different coordinate systems: Cartesian coordinates, cylindri-
cal coordinates and spherical coordinates. The metric (line element) of flat space in Cartesian
coordinates is quite straightforward:

ds2 = dx2 + dy2 + dz2 = δi j dxidx j. (3.28)

A (0,2)-tensor is not the same thing as a matrix.∗ Although it does not make a difference in the
Euclidean case, it makes no sense to write this as:

gi j =


1 0 0
0 1 0
0 0 1

 (3.29)

Instead, let us approach it as an honest (0, 2)-tensor with elements gii = 1 and gi j = 0, for i , j.
Eq. (3.28) can now be used in combination with Eq. (3.21) to express the components of the
metric in other coordinate systems. Let’s start with the cylindrical coordinates, {xi′

} = {ρ, φ, z}:

gi′ j′ = Λi
i′Λ

j
j′ gi j. (3.30)

First, we will have to calculate the components of Λi
i′ : To that aim, we express the relation

between both coordinate systems and differentiate this according to Eq. (3.15):

x = ρ cosφ,

y = ρ sinφ, (3.31)

z = z.

The components of the transformation tensor Λi
i′ are then given by:

Λx
ρ = cosφ, Λx

φ = −ρ sinφ, Λx
z = 0,

Λ
y
ρ = sinφ, Λ

y
φ = ρ cosφ, Λ

y
z = 0, (3.32)

Λz
ρ = 0, Λz

φ = 0, Λz
z = 1.

We are now fully equipped to calculate the components of the metric tensor in the new coor-
dinate system. We write out the first two components to get acquainted with the summation

∗Only a (1, 1)-tensor can by visualised as a matrix.
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convention:

gρρ = Λx
ρΛ

x
ρδxx + Λx

ρΛ
y
ρδxy + Λx

ρΛ
z
ρδxz

+ Λ
y
ρΛ

x
ρδyx + . . . + Λz

ρΛ
z
ρδzz

= Λx
ρΛ

x
ρ + Λ

y
ρΛ

y
ρ + Λz

ρΛ
z
ρ

= 1,

(3.33)

gρφ = Λx
ρΛ

x
φδxx + Λx

ρΛ
y
φδxy + Λx

ρΛ
z
φδxz

+ Λ
y
ρΛ

x
φδyx + . . . + Λz

ρΛ
z
φδzz

= Λx
ρΛ

x
φ + Λ

y
ρΛ

y
φ + Λz

ρΛ
z
φ

= 0.

(3.34)

This can be repeated for the other components resulting in:

gρρ = 1, gρφ = 0, gρz = 0,

gφρ = 0, gφφ = ρ2, gφz = 0, (3.35)

gzρ = 0, gzφ = 0, gzz = 1.

The metric in cylindrical coordinates can thus be written as

ds2 = dρ2 + ρ2 dφ2 + dz2. (3.36)

The same line of reasoning can be applied to the spherical case: {xi′
} = {r, θ, φ}, yielding:

x = r sinθ cosφ,

y = r sinθ sinφ, (3.37)

z = r cosθ.

with a transformation tensor Λi
j:

Λx
r = sinθ cosφ, Λx

φ = −r sinθ sinφ, Λx
θ = r cosθ cosφ,

Λ
y
r = sinθ sinφ, Λ

y
φ = r sinθ cosφ, Λ

y
θ = r cosθ sinφ, (3.38)

Λz
r = cosθ, Λz

φ = 0, Λz
θ = −r sinθ.

and finaly:

grr = 1, grφ = 0, grθ = 0,

gφr = 0, gφφ = r2 sin2 θ, gφθ = 0, (3.39)

gθr = 0, gθφ = 0, gθθ = r2.

The metric in spherical coordinates is thus given by:

ds2 = dr2 + r2
(
dθ2 + sin2 θdφ2

)
, (3.40)
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3.2.6 Differential Operators

In the local perspective, Maxwell’s equations are written using the divergence and curl operators.
It is therefore indispensable to have a general tensorial notation of these operators. First, we
have to generalise the familiar partial derivative. Working on a general metric, we can introduce
the covariant derivative. This derivative takes into account that basis vectors do not have to be
constant throughout space (as Cartesian coordinates in Euclidean space). The derivative of a
vector V = Viei can then be written as:

∂V
∂xi =

∂V j

∂xi e j + V j ∂e j

∂xi . (3.41)

The covariant derivative, symbolically abbreviated by ∇i is thus given by:

∇iV j =
∂V j

∂xi + Γ
j
ikVk. (3.42)

where we introduced a so-called connection Γk
i j, quantifying the derivative of the basis vectors:

∂e j

∂xi = Γk
i jek. (3.43)

Another notation convention is usually introduced to abbreviate the partial derivative and the
covariant derivative:

∂V j

∂xi = V j
,i (3.44)

∇iV j = V j
;i (3.45)

The divergence of a vector V is defined as:

∇iVi = Vi
;i =

∂Vi

∂xi + Γi
ikVk = Vi

,i + Γi
jkVk. (3.46)

In the case of Cartesian coordinates in a Euclidean space, Eq. (3.43) yields Γi
jk = 0, and so

Eq. (3.46) corresponds with our usual definition of the divergence. If we choose to work
with the metric-compatible, torsion-free connection, also known as the Christoffel connection
Γi

jk = 1
2 gil(

∂gl j

∂xk +
∂glk

∂x j −
∂g jk

∂xl ), this divergence can also be written as [1]

∇iVi =
1
√

g

∂
(√

gVi
)

∂xi . (3.47)

The curl of a vector V can be written as the vector product of the ∇-symbol with V. On the
background of an abritrary metric, vector products are calculated using the Levi-Civita tensor
εi jk:

V ×W = εi jkV jWkei. (3.48)

The components of the Levi-Civita tensor are defined as [15]

εi jk = ±
1
√

g
[
i j k

]
, (3.49)
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where we have to choose the minus sign when considering a left-handed coordinate system.

In previous equation g represents the determinant of the metric tensor g = |gi j| and
[
i j k

]
is the

permutation symbol, defined as:

[
i j k

]
=


+1 if i j k is an even permutation of 1 2 3,

−1 if i j k is an odd permutation of 1 2 3,

0 otherwise.

(3.50)

We can now return to the definiton of the curl in the tensorial language:

∇ ×V = εi jk
∇ jVkei. (3.51)

When we write out this summation, it becomes clear that the terms involving the connections
cancel and we can thus use the partial derivative instead of the covariant one.

∇ ×V = εi jk ∂Vk

∂x j ei. (3.52)

As was the case with the divergence, this definition of the curl corresponds to the usual definition
in a Cartesian coordinate system in Euclidean space.

Herewith, we have introduced all the necessary tools to tackle Maxwell’s equations and write
them down in manifolds with an arbitrary metric.

3.3 Transformation Optics

3.3.1 Geometries or Media

Reality is highly subject to the observer’s point of view. Special relativity, e.g., introduced time
dilatation and length contraction between two observers moving with respect to each other.
Mathematically, a point of view is defined by a coordinate system. In Fig. 3.4, we demonstrate
how a straight line in a Cartesian coordinate system is deformed in a curvilinear coordinate
system.

In this section, we will rewrite free-space Maxwell’s equations in arbitrary coordinates and
show that this set corresponds to the macroscopic Maxwell’s equations of electromagnetic fields
propagating inside a material on the background of a right-handed Cartesian coordinate system.
In the absence of charges and currents, Maxwell’s equations are given by:

∇ ·E = 0, ∇ ·B = 0,

∇ × E = −
∂B
∂t
, ∇ × B =

1
c2

∂E
∂t
. (3.53)

23



CHAPTER 3. TRANSFORMATION OPTICS

xi

(a)

xi¢

(b)

Figure 3.4: A straight line y = ax + b in two different coordinate systems: (a) the traditional
Cartesian coordinates {xi

} =
(
x, y

)
and (b) a deformed coordinate system {xi′

} =
(
x′, y′

)
, with

x′ = f
(
x, y

)
and y′ = y.

Using Eq. (3.47) and Eq. (3.52), we can transform these equations to a general manifold with
arbitrary coordinates, specified by the metric components gi j:

1
√

g

∂
(√

gEi
)

∂xi = 0,
1
√

g

∂
(
±
√

gBi
)

∂xi = 0,

εi jk ∂Ek

∂x j = −
∂
(
±Bi

)
∂t

, εi jk ∂ (±Bk)
∂x j =

1
c2

∂Ei

∂t
. (3.54)

The ±-signs accompany the components of B, due to the fact that this is a pseudo-vector that
changes its sign in a left-handed coordinate system. We will apply now some manipulations to
this equation: the inverse metric can be used to lower all indices, according to Eq. (3.27), the
Levi-Civita tensor can be replaced by Eq. (3.49) and in vacuum Bi = µ0Hi, which yields

1
√

g

∂
(√

ggi jE j

)
∂xi = 0,

1
√

g

∂
(
±
√

ggi jµ0H j

)
∂xi = 0,

±
[
i j k

] ∂Ek

∂x j = −
∂
(
±
√

ggi jµ0H j

)
∂t

, ±
[
i j k

] ∂µ0Hk

∂x j = ε0µ0

∂
(
±
√

ggi jE j

)
∂t

, (3.55)

where we assumed
√

g to be time-independent. Both ±-signs in these equations are negative at
the same time, when the coordinate system is left-handed, and so they cancel each other.

In the next step, we write down the macroscopic Maxwell’s equations in a dielectric:

∇ ·D = 0, ∇ ·B = 0,

∇ × E = −
∂B
∂t
, ∇ ×H =

∂D
∂t
, (3.56)
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and expand these vectorial equations in right-handed Cartesian coordinates system:

∂Di

∂xi = 0,
∂Bi

∂xi = 0,[
i j k

] ∂Ek

∂x j = −
∂Bi

∂t
,

[
i j k

] ∂Hk

∂x j =
∂Di

∂t
, (3.57)

In the last step, we compare Eq. (3.55) and Eq. (3.57) and notice that they can be converted into
each other if we use the following constitutive equations:

Di = ε0ε
i jE j, (3.58)

Bi = µ0µ
i jH j, (3.59)

with

εi j = µi j =
√

ggi j. (3.60)

This previous result beautifully indicates the similarity of the effect of either geometry or ma-
terial: Maxwell’s equations in vacuum on a nontrivial background gi j are equivalent to the
macroscopic Maxwell’s equations in a dielectric in a right-handed Cartesian coordinate system,
if the constitutive parameters of the dielectric obey Eq. (3.60). We have thus demonstrated the
equivalence between two different spaces — two different points of view: the electromagnetic
space, which is empty and characterised by the metric components gi j, and the physical space,
which contains a dielectric specified by Eq. (3.60) on a right-handed Cartesian coordinate system.

Although the metric components of the electromagnetic space gi j can refer to a general curved
geometry with arbitrary coordinates, we will usually consider the conventional flat manifold
background, which is the same as in the physical space, such that the nontrivial gi j-components
are merely the result of expressing flat space-time in an unusual coordinate system. Media that
implement such a transformation of coordinates are therefore refered to as transformation media.∗

3.3.2 Two Different Points of View

The invisibility cloak is probably the most instructive example of a transformation medium. An
object becomes visible when the light beam is reflected or scattered on it towards the observer.
To make something invisible, we should shield it from electromagnetic radiation. Of course, the
cloak itself should also be invisible and may not leave a shadow at its backside. In conclusion,
we need some kind of device that guides the electromagnetic waves around an object, without
them to be aware of it.

Let us now approach this problem within the framework of transformation media. In the
electromagnetic space {xi′

}, the coordinate lines are undistorted, which is shown in Fig. 3.5.
The circle indicates the region where we will implement the transformation medium. Outside
this region, the electromagnetic space is the same as the physical space: {xi′

} = {xi
}. Inside

the circular region, the electromagnetic coordinates are related to the physical ones through a
nontrivial coordinate transformation: {xi′

} = { f (xi)}.
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xi¢

Figure 3.5: Coordinate grid of the electromagnetic space. Since we do not want the elec-
tromagnetic waves to be aware of any perturbation, the metric of this space is given by
ds2 = δi′ j′dxi′dx j′ . The black line shows the possible trajectory of a light ray and the circle

indicates the region where we will apply a coordinate transformation.

xi

Figure 3.6: In a right-handed coordinate system, the straight lines of Fig. 3.5 are curved inside
the circle. Every possible ray is bent around an inner hole which has become invisible. After

passing the invisible hole, every ray returns to its position as if the space was empty.

The metric of this space is given by:

ds2 = gi′ j′dxi′dx j′ = δi′ j′dxi′dx j′ . (3.61)

To have a better insight on how the electromagnetic waves will propagate in our reality, we can
rewrite these metric components in a right-handed Cartesian coordinate system:

ds2 = gi jdxidx j. (3.62)
∗Since we want to make transformation media with finite extent, these media will implement local coordinate

transformations.
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xi

Figure 3.7: The coordinate transformation can from Fig. 3.6 be implemented by means of a
dielectric (gray) whose constitutive parameters are given by Eq. (3.60).

These components can be calculated using the tensor transformation law, Eq. (3.21):

gi j = Λi′
iΛ

j′

jgi′ j′ = Λi′
iΛ

j′

jδi′ j′ , (3.63)

where Λi′
i is defined as in Eq. (3.16). When we choose the coordinates

{
xi′

}
in a clever way, the

grid will bend around a hole in the physical space {xi′
}. This is shown in Fig. 3.6.

We can approach this from the material’s perspective in the physical space. Eq. (3.60) offers the
recipe through which we can build this geometry with a transformation medium, as illustrated
in Fig. 3.7. Something positioned inside the inner circle is not accessible for electromagnetic
waves.

3.3.3 General Transformation Media

Having become acquainted with the principles of transformation optics, we can further gener-
alise it. In Sec. 3.3.1, we assumed electromagnetic space to be empty and that physical space
was described with Cartesian coordinates. In some cases, these assumptions will be inadequate:
when we want to design a super antenna or cloak something under water, the electromagnetic
space will certainly not be empty, and most cloaking problems have circular symmetry and are
better descibed in cylindrical or spherical coordinates. In the following calculations will remove
the previous assumptions. The reasoning is, however, the same as in Sec. 3.3.1.

In the electromagnetic space, we denote the fields with an accent. Formulated in terms of free
charge ρ̃ and current j̃, Maxwell’s equations are given by:

∇ · D̃ = ρ̃, ∇ · B̃ = 0,

∇ × Ẽ = −
∂B
∂t
, ∇ × H̃ =

1
c2

∂D̃
∂t

+ µ0 j̃. (3.64)
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We can write these equations in terms of general metric components gi j, as in Eq. (3.55):

1
√

g

∂
(√

ggi jD̃ j

)
∂xi = ρ̃,

1
√

g

∂
(
±
√

ggi jB̃ j

)
∂xi = 0,

±
[
i j k

] ∂Ẽk

∂x j = −
∂
(
±
√

ggi jB̃ j

)
∂t

, ±
[
i j k

] ∂ (
±H̃k

)
∂x j = ε0µ0

∂
(√

ggi jD̃ j

)
∂t

+ µ0 j̃ i. (3.65)

We notice again that the ±-signs are simultaneously negative and can thus be omitted.

Now we would like to read these equations as macroscopic Maxwell’s equations in specified
coordinates, e.g., spherical coordinates, determined by the metric components in Eq. (3.39). In
physical space, the fields have no tilde (˜) and the metric components are labeled as γi j, yielding:

1
√
γ

∂
(√
γDi

)
∂xi = ρ,

1
√
γ

∂
(
±
√
γBi

)
∂xi = 0,

±
[
i j k

] ∂Ek

∂x j = −
∂
(
±
√
γBi

)
∂t

, ±
[
i j k

] ∂ (±Hk)
∂x j = ε0µ0

∂
(√
γDi

)
∂t

+ µ0 ji. (3.66)

Eq. (3.65) and Eq. (3.66) can be converted into each other when we apply relations:

Di =

√
g
√
γ

gi jD̃ j, Bi = µ0

√
g
√
γ

gi jB̃ j,

ρ =

√
g
√
γ
ρ̃, ji =

√
g
√
γ

j̃ i. (3.67)

In electromagnetic space, the constitutive relations are imposed by the medium in which we are
working, e.g., water in the case of under water cloaking. Generally, they are given by:

D̃ j = ε0ε̃
k

j Ek,

B̃ j = µ0µ̃
k

j Hk. (3.68)

In conclusion, we can perform a general coordinate transformation from electromagnetic space,
defined by Eq. (3.68), when we insert a material in physical space whose properties are given
by:

Di = ε0ε
i jE j, Bi = µ0µ

i jH j,

ρ =

√
g
√
γ
ρ̃, ji =

√
g
√
γ

j̃ i, (3.69)

εi j =

√
g
√
γ

gikε j
k , µi j =

√
g
√
γ

gikµ j
k .

Since these formula might appear somewhat overwhelming at first sight, let us review what
we have done in this section. In Sec. 3.3.1, we demonstrated how Maxwell’s equations in
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vacuum, written in terms of general metric components gi j, are equivalent to the macroscopic
equations inside a dielectric with constitutive parameters given by Eq. (3.60), expanded in a
right-handed Cartesian coordinate system. In this way, we introduced the equivalence between
an electromagnetic space, which is empty on a nontrivial background, and a physical space,
which is filled with a material on a trivial background, and demonstrated these concepts with the
example of a cloak in Sec. 3.3.2. We generalised the formalism in two ways: the electromagnetic
space should not be empty at all and the physical space can be expressed in more general
coordinates. This general transformation generates constitutive equations as given in Eq. (3.69).
Note how this formula also incorporates Eq. (3.60) with ε̃ k

j = µ̃ k
j = δ k

j and ρ̃ = j̃ = 0.

3.4 Applications

3.4.1 The Invisibility Cloak

In Sec. 3.3.2, we already introduced the idea behind an invisiblity cloak. The actual material
properties can be calculated with the formulae of Sec. 3.3.3, since the problem is formulated
much more elegant in non-Cartesian coordinates. Consider to coordinate systems: (r, θ, φ) in
physical space and (r′, θ′, φ′) in electromagnetic space. The general coordinate transformation
between both spaces has spherical symmetry and can thus be characterised by a transformation
on the radial coordinate f : [R1,R2]→ R+ : r 7→ r′. The angular coordinates are identical in the
two systems.

r′ = f (r), (3.70)

θ′ = θ, (3.71)

φ′ = φ. (3.72)

To achieve perfect invisiblity, this function f will have to meet two boundary conditions:

f (R1) = 0, (3.73)

f (R2) = R2. (3.74)

Eq. (3.73) maps the shell (surface of a sphere) of radius R1 in physical space on the origin of the
electromagnetic space. Since there is nothing "behind the origin" in the electromagnetic space,
this formula imposes a natural boundary for the electromagnetic waves at the physical radius
R1. Eq. (3.74) maps the shell of radius R2 on the same shell in the electromagnetic space. Outside
the cloaking device, electromagnetic and physical space coincide and so this formula guarantees
a smooth (continuous) transition at the outer boundary R2. Together, Eq. (3.73) and Eq. (3.74)
map the physical space r : R1 → ∞ on the entire electromagnetic space r′ : 0 → ∞. The actual
transformation function f is not uniquely determined. Every continuous function complying
with Eq. (3.73) and Eq. (3.74) will render an invisible hole. For the sake of simplicity, we will
use a linear function f, shown in Fig. 3.8 defined by:

f : [R1,R2]→ R+ : r 7→ r′ =
R2

R2 − R1
(r − R1). (3.75)
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0 1 2 3
0

1

2

3

r

R1

r¢

R1

Figure 3.8: The linear transformation function f (green), defined in Eq. (3.75), maps the
interval [R1,R2] in the physical space r on the interval [0,R2] in the electromagnetic space
r′. In this example, the outer radius R2 equals two times the inner radius R1. At this outer
boundary, f is continuously matched with the surrounding space (blue), where r′ = r. The

corresponding Cartesian grid is shown in Fig. 3.6.

As we want to design a cloak in vacuum and express it in spherical coordinates, we insert
following parameters in Eq. (3.69): the metric in physical space γi j is given by Eq. (3.39) and the
electromagnetic parameters are: ρ̃ = j̃ = 0, ε̃ k

j = µ̃ k
j = δ k

j . The most challenging problem is to
calculate gi j. The metric of electromagnetic space is given by:

ds2 = gi′ j′dxi′dx j′ , (3.76)

= dr′2 + r′2
(
dθ′2 + sin2 θ′ dφ′2

)
. (3.77)

Expressed in terms of the physical coordinates r, θ, φ:

ds2 = gi jdxidx j, (3.78)

= f ′(r)2dr2 + f (r)2
(
dθ2 + sin2 θdφ2

)
, (3.79)

and so the gi j-components are given by:

grr = f ′(r)2, grθ = 0, grφ = 0,

gθr = 0, gθθ = f (r)2, gθφ = 0, (3.80)

gφr = 0, gφθ = 0, gφφ = f (r)2 sin2 θ.

The contravariant components gi j are consequently given by:

grr =
1

f ′(r)2 , grθ = 0, grφ = 0,

gθr = 0, gθθ =
1

f (r)2 , gθφ = 0, (3.81)

gφr = 0, gφθ = 0, gφφ =
1

f (r)2 sin2 θ
.
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Wrapping up all these ingredients, we are now able to use Eq. (3.69) and derive the constitutive
parameters:

εi j = µi j =

√
g
√
γ

gikε j
k , (3.82)

=
f ′(r) f 2(r) sinθ

r2 sinθ
gi j. (3.83)

Since µi j = εi j, we will only consider the permittivity in the equations to come. The same
formulae are valid for the permeability:

εrr =
f 2(r)

f ′(r)r2 , εrθ = 0, εrφ = 0,

εθr = 0, gθθ =
f ′(r)
r2 , εθφ = 0, (3.84)

εφr = 0, εφθ = 0, εφφ =
f ′(r)

r2 sin2 θ
.

If we actually want to implement these tensor components, we should bear in mind that they
are now defined on the background of γi j and that the actual physical quantities are given by the
mixed tensor components εi

j = εikγkj and µi
j = µikγkj, since they convert a vector into another

vector. So finally, we arrive at the long awaited constitutive parameters of a spherical invisibility
cloak:

εr
r =

f 2(r)
f ′(r)r2 , εr

θ = 0, εr
φ = 0,

εθr = 0, εθθ = f ′(r), εθφ = 0, (3.85)

ε
φ

r = 0, ε
φ
θ = 0, ε

φ
φ = f ′(r).

These components have been derived by Pendry et al. in Ref. [2]. Let us have a closer look at
these parameters and insert the transformation function f , defined by Eq. (3.75). The nonzero
components are given by:

εr
r =

R2

R2 − R1

(r − R1)2

r2 ,

εθθ =
R2

R2 − R1
, (3.86)

ε
φ
φ =

R2

R2 − R1
.

These functions, shown in Fig. 3.9, indicate how the material parameters are highly dependent
on the difference between the two radii R1 and R2: to cloak a volume with a small cloak
(R2 − R1 � R1), one needs to realise high εθθ and εφφ and a very low εr

r. The same reasoning
applies if one want to cloak irregular shapes [16, 17].
Another fundamental property of the cloak is the singularity at the inner boundary. Ideally, the
radial component of the parameters ε and µ should be zero at R1. This effect results from the fact
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Figure 3.9: Material parameters constituting a spherical inivisibility cloak, defined by
Eq. (3.75). The µ-components are identical to these from ε. By choosing a linear trans-
formation function f , the θ and φ-components are constant. The radial component of the

material’s respons decreases towards the inner circle, where it becomes zero.

Figure 3.10: Three dimensional simulation on the propagation of light rays through a
spherical invisibility cloak. The cloak, implementing the linear transformation function f as

defined by Eq. (3.75), guides the rays around the inner sphere with radius R1.

that we mapped the inner boundary in physical space on the origin in the electromagnetic space.
In other words, a single point in electromagnetic space corresponds to a shell of radius R1 in the
physical space. This means that the electromagnetic waves should pass by a finite region in the
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cloak in the same time interval as it would take to pass a single point in empty space. This time
interval equals zero. To achieve perfect invisibility, the phase velocity inside the cloak should
thus approach infinity, which is generated by zero εr

r and µr
r. Ay, there’s the rub: although

phase velocities can become arbitrarily high, the group velocity—actually, the signal’s velocity–
is limited by the speed of light c [18]. This means that the group velocity vg should significantly
differ from the phase velocity v f , which is only the case in the presence of high dispersion. The
singularity in the profile of the constitutive parameters is thus not only difficult to realise with
metamaterials, it also imposes drastical limits on the bandwith of the cloak. Currently, there is
a lot of research to relax the constraints on the material parameters. The most promising idea is
based on the use of non-Euclidean geometries to make regions invisible. This resulting cloaking
device inhibits no singularity [19].

3.4.2 The Perfect Lens

The perfect lens can be seen as an important application of transformation optics. Although
this device was already proposed by Veselago in 1968 [20], without the use of this new theory, it
can be understood and generalised within the framework of transformation optics. The concept
behind a perfect lens is a multi-valued coordinate transformation: one point in electromagnetic
space corresponds with several points in physical space. Let us analyse this device with some
inverse engineering: starting from the values of the ε and µ-components, we are searching for
the equivalent coordinate transformation. A one-dimensional perfect lens is defined by the
following material parameters:[20]

εx
x = −1,

εy
y = −1, (3.87)

εz
z = −1.

Since this planar lens is designed to work in vacuum and can be most easily expressed in
Cartesian coordinates, we can restrict ourselves to the constitutive parameters as given in
Eq. (3.60). Consider now a one-dimensional coordinate transformation between two coordinate
systems

(
x, y, z

)
and

(
x′, y′, z′

)
:

x′ = f (x),

y′ = y, (3.88)

z′ = z.

Similar to Sec. 3.4.1, we can derive the material parameters to implement such a continuous
transformation:

εx
x =

1
f ′(x)

, εx
y = 0, εx

z = 0,

εy
x = 0, εy

y = f ′(x), εy
z = 0, (3.89)

εz
x = 0, εz

y = 0, εz
z = f ′(x).
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These material parameters now equal those from the perfect lens, as defined in Eq. (3.87), if we
assume a linear transformation function f whose slope equals −1:

x′ = f (x) = −x + a, (3.90)

with a ∈ R. We can visualise the effect of the perfect lens in Fig. 3.11, where we have chosen
a = 0. The blue lines indicate unperturbed electromagnetic space. The green line indicates the
coordinate transformation that is implemented by the lens.

1 2 3 4
x

-4

-2

2

4

6
x¢

Figure 3.11: A representation of the in electromagnetic space of the effect of a superlens.
The blue lines indicate the undisturbed vacuum (where x′ = x), the green line implement

the superlens.

Eq. (3.89) actually offers additional information: in a one-dimensional coordinate transforma-
tion, the material parameters are determinded by the slope of the function, the actual value of the
function has no importance. This is certainly not true for a cylindrical or spherical transforma-
tion, as can be seen from Eq. (3.85). Bearing this in mind, we can give a different representation
of Fig. 3.11, which is shown in Fig. 3.12, where we have shifted the curves untill they match
at the boundaries. This figure is certainly easier to understand. The continuous coordinate
transformation (the end points of the lens’ transformation match with vacuum) turns the elec-
tromagnetic space multi-valued. The black, dashed lines indicate three different physical points,
corresponding to one point in electromagnetic space: every point in the object space, positioned
closed enough to the lens (at a distance closer than the total width of the lens) has two perfect
images: one inside the lens, another one in the image space. We notice that this is exactly in
agreement with what we have derived in Sec. 3.4.2

Transformation optics thus enables us to generalise Veselago’s proposal to incorporate magni-
fication [21] or make a higher dimensional analogue: a cylindrical [22] or spherical superlens
[23].
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Figure 3.12: A more transparent representation of the superlens’ effect. Since the material
parameters in a one-dimensional transformation only depend on the slope of the function,

we can shift the curves up and down untill they match at the transition zones.

3.5 Discussion

Transformation optics offers a new perspective on the interaction of light with complex me-
dia. It offers a very intuitive approach to solve problems far beyond the scope of traditional
optics. It is important to realise the full potential of this technique. We derived the material
parameters starting from Maxwell’s equations. The technique is therefore valid beyond the
range of geometrical optics. As a matter of fact, there are no constraints on the wavelength
under consideration. This suggests that transformation optics could become a useful theory to
design subwavelength optical components. The best example of this ability is the perfect lens.
This extraordinary lens can be understood using transformation optics. The ideal Veselago lens
indeed has an infinite resolution. Furthermore, we did not make any assumption on the field’s
polarisation. This is translated in the fact that ε = µ in every direction. This constraint can be
relaxed when designing the device for one single polarisation. As we will see later on, this will
make some components of the ε and µ tensor unimportant.

Finally, it is also noteworthy that the transformation-optical technique is not limited to the
control of the light’s propagation. It alters the light’s reality and thus can be used to enhance
every parameter of light. This statement is even more justified if we consider space-time
transformations. These transformations regard both electromagnetic and physical space as
four-dimensional geometries between which we can perform general transformations. This will
be presented and discussed in the last chapter of this thesis, where we will apply this theory
to design frequency shifters. Before we will do that, we will apply the theory to design optical
cavities. This will be the subject of the chapters to come.
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CHAPTER 4

Dielectric Microcavities

This chapter contains a general introduction to dielectric microcavities. Herewith,
we will set the scene of the chapters to come. First, we introduce some basic con-
cepts related to open resonators: whispering gallery modes, characterised by a
complex frequency and a set of mode numbers, quality factors and mode volumes.
Furthermore, this chapter provides a good example to demonstrate and verify our
mathematical formalism which is also used in the following chapters.

4.1 Microcavities in Photonics

Many advances in science and technology emanate from the human urge to control our sur-
rounding environment. One of the most distinct ways of contolling something is to capture and
confine it within a finite region of space. The same is true for light waves. An optical microcavity
is a component that serves this purpose. The quality of such a microcavity is determined by
two important parameters: the quality factor — what’s in a name? — Q, which essentially
describes the temporal confinement, and the modevolume V, which is a measure of the spatial
extent of the electromagnetic field. Several applications involving optical microcavities, such
as optical data-storage [1], add-drop filters [2], cavity QED [3] and enhanced light sources [2])
require the electromagnetic energy in a small volume (small V) over a long periode (high Q).
This broad range of applications is implemented with different types of microcavities, the most
imporant implementations being Fabry-Pérot cavities, photonic crystal cavities and dielectric
microcavities [4].

Fig. 4.1 shows the top-view of such a dielectric microcavity, a cylindrical rod with index of
refraction nin, surrounded by another dielectric, e.g., air with a lower index of refraction nout.
Light rays can circle around resonantly in such a cylinder due to total internal reflection, as
indicated Fig. 4.1. This occurs when the optical path length equals an integral number of
wavelengths. The same reasoning applies to the spherical cases, where the light ray path can be
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nin nout

Figure 4.1: Top-view of a cylindrical microresonator. Resonances occur when the optical
path length equals an integer number of the wavelength inside the cavity.

inclined with respect to the equatorial plane. This geometrical interpretation is, however, a very
simple approximation of reality. Along a curved interface, total internal reflection is not as total
as we are used to. When the size of the resonator approaches the magnitude of the wavelength,
effects of diffraction, neglected in the previous picture, should be taken into account. In the next
section we will calculate these modes more rigourously.

4.2 Quasi-Normal Modes

4.2.1 Method

The modes of a system are determined by a general equation for the propagation through space-
time, and the boundary conditions, imposing additional restraints. Therefore, we will look for
solutions of the electromagnetic field that comply with Maxwell’s equations in combination
with proper boundary conditions.
During these calculations, we will rely on the assumption that the material inhibits no absorp-
tion. Including this effects would not alter the results significantly, but rather obscure them.
Traditional microcavity materials such as silica meet these assumption quite good. A more
subtle assumption is made concerning the time-dependency of these modes. We will assume
that a general solution inside the cavity can be written as a sum of fields with time-harmonic
dependence.

E(r, t) = E(r)e− iωt. (4.1)

Section 4.3.3 guarantees that this is possible.

Bearing these assumptions in mind, we now consider a dielectric cylinder with index of re-
fraction nin surrounded by a dielectricum with lower index of refraction nout. We will look for
solutions where the electric field is independent of the z-coordinate, directed along the z-axis
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Figure 4.2: Schematic illustration of the system under consideration: a dielectric cylinder
with radius a, refractive index nin, embedded in a dielectricum with index of refraction nout.

Calulations are made for the TE-polarisation.

(TE polarisation), as depicted in Fig. 4.2:

E(r) = E(ρ, φ) 1z. (4.2)

In isotropic and homogeneous regions of space, Maxwell’s equations can be combined to Hel-
moltz’ equation:[5]

∆E + k2 E = 0, (4.3)

where k2 equals ω2/c2. This differential equation can be expanded in cylindrical coordinates:

1
ρ
∂
∂ρ

(
ρ
∂E(ρ, φ)
∂ρ

)
+

1
ρ2

∂2E(ρ, φ)
∂φ2 +

∂2E(ρ, φ)
∂z2 + k2 E(ρ, φ) = 0, (4.4)

the projections along the x− and y−axes are trivial. Using the technique of seperation of variables
E(ρ, φ) = R(ρ) Φ(φ), we can rewrite this equation as:

∂2Φ(φ)
∂φ2 + ν2Φ(φ) = 0, (4.5)

ρ2 ∂
2R(ρ)
∂ρ2 + ρ

∂R(ρ)
∂ρ

+ (ρ2k2
− ν2)R(ρ) = 0, (4.6)

with ν2 an arbitrary real number.

According to Eq. (4.5), the angular dependence, Φ(φ), are imaginary exponentials, the radial
part of the electric field, which satisfies the (cylindrical) Bessel equation, Eq. (4.6), in the variable
(kρ), has solutions in terms of (cylindrical) Bessel or Hankel functions. For simplicity of the
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equations to come, we will use the Bessel functions Jν and Yν inside, and the Hankelfunctions
H(1)
ν and H(2)

ν outside the cylinder. The spatial dependency of the electric field in Fig. 4.2 can
then be summarised as:

Ein(ρ, φ) = [A Jν(kinρ) + B Yν(kinρ)]e± iνφ, (4.7)

Eout(ρ, φ) = [C H(1)
ν (koutρ) + D H(2)

ν (koutρ)]e± iνφ. (4.8)

where kin = nin k0, kout = nout k0 and (A,B,C,D) are complex integration constants. In the next
step, we will now apply the boundary conditions to these fields:

Angular continuity At all radii the electric field must be continuous in φ, mathematically
speaking: E(ρ, 0) = E(ρ, 2π). The angular part of E should thus be periodic with period
2π. This happens when ν = m, with m ∈ Z. We will see shortly that this naturally implies
that the magnetic field is continuous in this direction.

Finite energy In all practical situations, we will only excite those modes whose energy is finite.
Inside the cylinder this implies we should reject the Bessel function Ym , being which is
infinite in the origin.

Sommerfeld radiation condition This condition is the mathematical translation of the physical
fact that no energy is "flowing in" from infinity, which is fulfilled by dropping the second
Hankel function H(2)

m , since it represents an incoming wave.

Taking the above constraints into account, we can simplify the expressions (4.7)-(4.8) to

Ein(ρ, φ) = A Jm(nink0ρ)e± imφ, (4.9)

Eout(ρ, φ) = C H(1)
m (noutk0ρ)e± imφ. (4.10)

Electromagnetic boundary conditions At the interface between two materials, the electromag-
netic fields satisfy [6]:

∆Dn = σ, (4.11)

∆Bn = 0, (4.12)

∆Et = 0, (4.13)

∆Ht = J||, (4.14)

where both the free charge density, σ, and the surface current density, J||, equal to zero.
Expressing Faraday’s law in cylindrical coordinates yields

Bn =
1

iωρ
∂E
∂φ
, (4.15)

Ht =
i
ωµ

∂E
∂ρ
. (4.16)

Since we assumed the electric field to be purely tangential to the interface, the first condi-
tion, Eq. (4.11), is automatically fulfilled. Eqs. (4.12)-(4.13) both require the radial part of
the electric field to be continuous. The last boundary condition, Eq. (4.14), imposes an ad-
ditional constraint on the radial derivative of the electric field. In summary, the boundary
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conditions, Eqs. (4.11)-(4.14), impose a set of two equations connecting the fields inside
and outside the cylinder:

A Jm(nink0a) = C H(1)
m (noutk0a), (4.17)

A
nink0

µin
J′m(nink0a) = C

noutk0

µout
H(1)′

m (noutk0a), (4.18)

where the accents refer to differentiation with respect to the radial coordinate ρ. The
nontrivial solutions of this set can be found by equating it’s determinant to zero, resulting
in the dispersion relation of the cavity:√

µout

εout
Jm(nink0a)H(1)′

m (noutk0a) −
√
µin

εin
J′m(nink0a)H(1)

m (noutk0a) = 0. (4.19)

In reasoning above, we gradually derived the dispersion relation to calculate the eigenmodes
of a dielectric cylinder, paying attention to the importance of the boundary conditions in the
determination of the systems solutions. In the next section we will explicitly solve Eq.(4.19), to
find out which frequencies (ω) constitute the eigenfrequencies of this setup.

4.2.2 Results

Even when we assume absorptionless materials (nin,nout ∈ R), Eq. (4.19) has no real solutions
for k0. This is a characteristic property of open systems, which we will discuss in section(4.3.2).
To visualise the dispersion relation in the complex plane, we make contour plots of its real
and imaginary parts. This will produce plots as shown in Fig. 4.3. The eigenfrequencies are
consequently located at an intersection between a red and a blue curve, implying both real and
imaginary parts of Eq. (4.19) to be zero.

Once we have found these solutions, the coefficients A and C can be calculated as the eigenvectors
corresponding to the eigenvalue zero of Eqs. (4.17)-(4.18). These are only determined up to a
normalisation factor, which depends on the energy pumped into the system. Fig. 5.4 shows
a two-dimensional and a cross-sectional plot of the electric field corresponding to the second
intersection (k0 a = 3.44 − 1.39 · 10−2 i) of Fig. 4.3.

Very good confinement occurs for high m-numbers. When we choose, for instance, m = 16,
we obtain the contour plots of Fig. 4.5. The imaginary part of these solutions is several orders
of magnitude smaller than in the former example (comparing first intersections: (k0 a)m=5 =

2.36 − 1.28 · 10−3 i, (k0 a)m=16 = 6.30 − 1.47 · 10−10 i). The corresponding mode profile is shown in
Fig. 4.6. These solutions are often referred to as whispering-gallery modes, due to the striking
resemblence with acoustic whispering-gallery modes, which were first studied by Lord Rayleigh
to explain the peculiar propagation of sound waves in Saint Paul’s Cathedral, London, through
which you can here somebody whispering, if you are both positioned close to the walls of the
hall, but not in the center [7].

The correctness of these previous results has been verified by means of finite elements simula-
tions with Comsol Multiphysics.
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Figure 4.3: Contour plots in the complex k0-plane, showing real (blue) and imaginary part
(red) of Eq. (4.19). Parameters are εin = 10, εout = µin = µout = 1,m = 5. Intersections of a red

and a blue curve indicate solutions to the dispersion relation.
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Figure 4.4: Electric field corresponding to the second intersection of Fig. 4.3: Re(k0) a = 3.44,
Im(k0) a = −1.39 ∗ 10−2. (a) Cross-sectional plot showing the radial field distribution. The
dashed line indicates the boundary of the cavity. (b) Two-dimensional plot demonstrating

the typical angular pattern.
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Figure 4.5: Contour plot for the system described in Fig.4.3, but the modes are now calculated
for the parameter m = 16.
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Figure 4.6: Electric field corresponding to the first intersection of Fig. 4.5: Re(k0) a = 6.30,
Im(k0) a = −1.47 · 10−10. (b) Cross-sectional plot showing the radial field distribution. The
field is almost entirely located at the boundary of the cavity. (a) Two-dimensional plot

demonstrating the typical angular pattern.
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4.3 Discussion

4.3.1 Quantisation

As we can observe from the results in the previous section, the eigenmodes of a cylindrical mi-
crocavity are quantised. The solutions can thus be characterised with discrete "mode numbers".
A first quantisation occurred when imposing the angular continuity of the electromagnetic field.
This condition gave birth to m ∈ Z. Physically, this number corresponds to the number of field
maxima in one round trip, which is illustrated by Fig.4.7 for three different values of m. From the
"photon-point-of view", this quantity actually measures the tangential component of its angular
momentum.
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Figure 4.7: Two-dimensional plots indicating the effect of the angular mode number m on
the field distribution for m = 1, 2, 3. This number equals the number of wavelengths in one

round trip inside the cavity.

Another quantisation arose when solving the dispersion relation, Eq. (4.19). The intersections
on Fig. 4.3 indicated several solutions of the dispersion relation with a fixed mode number m.
The origin of this quantisation is the same as with the quantum mechanical solutions for an
electron inside a finite potential well. Therefore, the different solutions are ordered using the
radial mode number ν, measuring the radial component of the photon momentum [8]. Fig. 4.8
clearly demonstrates the effect of ν, raising the radial field variation inside the cavity.
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Figure 4.8: Cross-sectional plots indicating the effect of the radial mode number ν on the
radial field distribution for ν = 1, 2, 3. This number equals the number of field maxima

inside the cavity.
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We could draw this analogy with quantum mechanics even further by defining a third mode
number µ, encoding the chosen polarisation (TE or TM), as a replacement for the spin quantum
number s [8].

The combination of both quantum numbers ν and m offers insight in the photon trajectory. To
that aim, we write down the electric field outside the cavity:

Eout(r, t) = C H(1)
m (noutk0r)e imφe− iωt. (4.20)

For large arguments |z| → ∞, the Hankel function of the first kind can be approximated by [9]

H(1)
m (z) =

√
2
πz

e i(z− mπ
2 −

π
4 ). (4.21)

For the same large values, Eq.(4.20), can be approximated by:

Eout(r, t) ∼ e i(noutk0r+mφ−ωt). (4.22)

Bearing in mind the effect of ν on the real part of k0, we derived that the surfaces of constant
phase are moving along helical trajectories, whose centrifugal properties are determined by ν
and m.

An important remark concerning the quantisations is how they impose a lower boundary on the
mode volume V. It is convenient to introduce a dimensionless parameter X = kina = 2πa/λin.
This parameter compares the dimensions of the cavity to the wavelength of the light inside the
cavity. Fig. 4.9 shows the solutions with mode number m = 1, which have the lowest value of X,
since the real part of the solutions is proportional to the mode number. It first solution, located
around Re(X) = 2, indicates the general principle of traditional optics that is is impossible to
confine light in a volume with characteristic dimensions smaller than its wavelength.

This is perhaps a good time to introduce a more rigorous definition of the mode volume Vνmµ.
It is usually defined, related to the energy density inside a cavity, as a normalised integration of
the total energy density of the mode. This gives us a measure of how well the fields are confined
within the cavity, taking into account the evanescent tails:

VMode =

∫
Mode ε(r)|E(r)|2 dr

max(ε(r)|E(r)|2)
. (4.23)

Having a finite quality factor Q and thus radiating energy to infinity, whispering gallery modes
will produce difficulties, as this integral will not converge (E ∼ e i(k′+ ik”)r

∼ e−k”r, with k” < 0)
[10]. Actually, we are only interested in the energy density of the part of the mode which is
trapped inside the cavity. It is pointless to take the radiating parts into account. When Q is
high, the confined part of the mode will dominate near the surface and the radiating tail will
come in the picture after some distance R. Therefore, the mode profile will exponentially decay
near the resonators surface (as shown in Fig.4.6) and will begin to rise again after some distance
R. To illustrate this, Fig.4.10 plots the same mode on two different scales, indicating the two
different regions. Although it is not quite rigorous, the integration problem could be solved by
integrating Eq.(4.23) up to a value R′ where the field has become negligible.
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Figure 4.9: Contour plot of a system with εin = 10, εout = µin = µout = 1, expressed in terms
of the parameter X = kina, showing the lower boundary of the wavelength we can confine

within a cavity of radius a.
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Figure 4.10: Cross-sectional plots of a mode with m = 8 and ν = 2 with the usual material
parameters. (a) Plot of the near field, close to the resonators surface, (b) The far-field regime

showing the radiating part of the mode.
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4.3.2 Complex Frequencies

Complex eigenfrequencies are key characteristic of quasi-normal modes. These eigenfrequencies
arise due to the boundary condition at infinity: in the case of a conservative system we state a
vanishing field condition (at infinity or the systems boundary). In this case, however, we chose
"the purely outgoing wave"-condition, loosing the time-reversability of the system and thus
generating complex eigenfrequencies [8]. Since we are used to handle real eigenfrequencies
and their associated normal modes, it will be advantageous to spend some attention to their
complex counterparts. Let us start with reinserting this complex eigenfrequency (ω = ω′ + iω”)
in Eq.(4.1) to write down the time-dependency of the electric field:

E(r, t) = E(r)e− iω′teω”t. (4.24)

The electric field of a mode with negative ω” will exponentially decay in time with a decay rate
proportional to the imaginary part of the eigenfrequency. This is the mathematical translation
of the fact that microcavities are essentially open systems, losing energy continuously to the
outside world. The previous result suggests that we could relate the quality factor to the
eigenfrequency. Indeed, the quality factor is usually defined as the temporal confinement of the
energy normalised to the frequency of oscillation, such that Q−1 represents the fraction of energy
lost in a single optical cycle. Being defined in relation to the systems energy, which decays as
e2ω”t, we define the quality factor as

Q =
ω′

2ω”
. (4.25)

Another approach to define this quality factor passes by the Fourier plane. The spectrum of
these complex eigenmodes is given by the Fourier transform of Eq. (4.24):

E(r, ω) =
1
√

2π

∫
∞

−∞

E(r, t)e iωt dt =
E(r)

√
2π [ i(ω − ω′) + ω”]

. (4.26)

The associated power spectrum therefore follows the well-known Lorentzian line function,
as shown in Fig. 4.11. From this point of view, the quality factor is defined as the ratio of
the resonant frequency to its linewidth (full width half maximum), which results in the same
formula as Eq. (4.25).

Let us now have a look on how this quality factor depends on the chosen parameters:

Material properties The ratio of the refractive indices nin/nout highly affects the Q-factor. This
seams quite reasonable since this ratio determines the amount of reflection at the interface
between both dielectrics.

Mode indices When ν is chosen to be a constant, Q also improves with increasing angular
momentum m. Having a higher momentum in the angular than in the radial direction,
will cause the photon to collide at glazing incidence with the boundary, enhancing the
amount of reflection.

The previous two effects are well summarised in Fig. 4.12, where the Finesse (F = Q/m) is shown
as a function of the mode number m (and the lowest order radial solution ν = 1) for several
values of the dielectric constant ε inside the cavity. This graph, reproduced from [11], matches
very well with the results obtained by our program, as indicated by the asterixes.
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Figure 4.11: Power spectrum associated with a complex eigenfrequency ω = 1.0 + 0.5 i,
having FWHM = 2 · 0.5.

Figure 4.12: The Finesse F calculated for several whispering gallery modes with TE-
polarisation. Each line shows the variation of F versus the angular momentum m, with
ν = 1. These lines are plotted for several values of nin

nout
, ranging from 1.25 up to 3.5. Blue

lines, reproduced from [11], asterixes generated with simulation.

4.3.3 A Complete Set of Eigenmodes

Complex frequencies raise ontological questions on the concept of a mode. Usually, working
in self-adjoint systems, the eigenmodes form a complete set, implying the possibility to expand
any abritrary (piecewise continuous) function f (x) as an infinite sum of the eigenfunctions φ(x):

lim
m→∞

∫ b

a

 f (x) −
m∑

n=0

anφn(x)


2

dx = 0. (4.27)
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The integration domain corresponds to the physical boundary at which the field vanishes. In
the case of quasi-normal modes, with an exponentially growing field at infinity, the above
integral is definitely not applicable. Moreover, to proof the completeness of the eigenmodes of
Hermitian operators, one explicitly uses this property [12]. It is therefore not a trivial question
whether quasi-normal modes form a complete set. The importance of this property should
not be underestimated. Most importantly, to study the dynamics of a system, the problem can
be reduced to the study of its eigenfunctions, at least when they form a complete set. Also,
a complete set of eigenfunctions is accompanied by a rich mathematical formalism to make
analytic calculations, such as higher order perturbation theory. Recently, it has been proven
that, under certain circomstances, the quasi-normal modes of a dielectric microcavity form a
complete set inside this cavity. In honour of the mathematical beauty, we will give here the
outline of the proof given in Ref. [13] , which we have applied to the cylindrical case.

Let us start by considering the retarded Green’s function that satisfies[
ρ
∂
∂ρ

(ρ
∂
∂ρ

) − ρ2ε(ρ)
∂2

∂t2 −m2

]
G(ρ, ρ′; t) = δ(t)δ(ρ − ρ′). (4.28)

and G(ρ, ρ′; t) = 0,∀t 6 0. In the Fourier domain, this can be rewritten as

D̃(ω)G̃(ρ, ρ′;ω) =

[
ρ
∂
∂ρ

(ρ
∂
∂ρ

) + ρ2ε(ρ)ω2
−m2

]
G̃(ρ, ρ′;ω) = δ(ρ − ρ′). (4.29)

This means that G̃(ρ, ρ′, ω) is a solution of Eq. (4.6), except in ρ = ρ′. Suppose now that f (ρ,ω)
and g(ρ,ω) are solutions of 4.6, with f (0, ω) < ∞ and g(r, ω) satisfies Sommerfeld’s boundary
condition. We then know that G̃(ρ, ρ′, ω) can be written as [14]:

G̃(ρ, ρ′;ω) =
f (ρ,ω)g(ρ′, ω)

W̃(ω)
. (4.30)

where W̃(ω) = ρ(g ∂ f
∂ρ − f ∂g

∂ρ ) is the reduced Wronskian, which is independent of ρ thanks to
Abel’s theorem. The trick is now to express G(ρ, ρ′; t) in terms of f and g, using the inverse
Fourier transform: G(ρ, ρ′; t) = 1

2π

∫
∞

−∞
G̃(ρ, ρ′;ω)e− iωt dω. This integral can now be evaluated

using complex analysis, by closing the the contour line with a hemicircle in the lower half-plane
as shown in Fig.(4.13):

G(ρ, ρ′; t) = i
n∑

j=1

Res(G̃(ρ, ρ′;ω), ω j) − Ic (4.31)

To continue we will have to introduce two assumptions on the variation of the dielectric constant:

(i) ε(ρ) inhibits at least one discontinuity,

(ii) ε(ρ) is bounded and approaches its asymptotic value faster than any exponential.

The contribution of the integral along the closing circle Ic at infinity vanishes with the help of
the discontinuity (i). This leaves us with the calculation of the residues. The second assumption
(ii) ensures f and g to be analytic in the lower half-plane. The poles of G̃(ρ, ρ′;ω) thus coincide
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Figure 4.13: Contourintegral to calculate G(ρ, ρ′, t).

with the zeros of the Wronskian. At these complex frequencies f (ρ,ω) must be proportional to
g(ρ,ω)∗ and so both boundary conditions are met at the same time, implying that f and g are
quasi-normal modes.
The residue of a function f (z) =

g(z)
h(z) at a simple pole z1, with g, h analytic in z1 and g(z1) , 0,

h(z1) = 0 is given by Res( f (z), z1) =
g(z1)
h′(z1) . Applied to our problem, this formula translates to:

Res(G̃(ρ, ρ′;ω), ω j) =
f (ρ,ω j)g(ρ′, ω j)

∂W̃(ω)
∂ω |ω=ω j

(4.32)

We would now wish to rewrite this denominator using f and g. Since they are both solutions of
4.6, we can write:

ρ2ε(ρ)ω2g(ρ,ω) = −ρ
∂
∂ρ

(ρ
∂
∂ρ

)g(ρ,ω) + m2g(ρ,ω) (4.33)

ρ2ε(ρ)ω2
j f (ρ,ω j) = −ρ

∂
∂ρ

(ρ
∂
∂ρ

) f (ρ,ω j) + m2 f (ρ,ω j) (4.34)

Multiplying both equations with the absent function and substracting leads to:

ρ(ω2
− ω2

j )ε(ρ)g(ρ,ω) f (ρ,ω j) =

[
∂
∂ρ

(ρ
∂g(ρ,ω)
∂ρ

)
]

f (ρ,ω j) −
[
∂
∂ρ

(ρ
∂ f (ρ,ω j)
∂ρ

)
]

g(ρ,ω) (4.35)

and after integration up to a large distance R:

(ω2
− ω2

j )
∫ R

0
ρε(ρ)g(ρ,ω) f (ρ,ω j) dρ =

[
ρ
∂g(ρ,ω)
∂ρ

f (ρ,ω j) − ρ
∂ f (ρ,ω j)
∂ρ

)g(ρ,ω)
]R

0
(4.36)

Since R is large and we know that both f and g satisfy the outgoing boundary condition, we can
rewrite the right-hand side of previous equation to:[

i(ω j − ω)
√
ε(ρ)ρg(ρ,ω) f (ρ,ω j)

]
ρ=R
−

[
ρ
∂g(ρ,ω)
∂ρ

f (ρ,ω j) − ρ
∂ f (ρ,ω j)
∂ρ

)g(ρ,ω)
]
ρ=0

(4.37)

∗g f ′ = f g′ ↔ f ∼ g
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This second terms is almost W̃(ω). Since we are looking for ∂W̃(ω)
∂ω |ω=ω j , we reinsert 4.37 in 4.36

continue by differentiating this with respect to ω and set ω = ω j.

2ω2
j

∫ R

0
ρε(ρ)g(ρ,ω) f (ρ,ω j) dρ + i

√
ε(R) R g(R, ω) f (R, ω j) =

∂W̃(ω)
∂ω

|ω=ω j (4.38)

We are almost there. Let’s introduce the norm� f (ρ,ω j) f (ρ,ω j)�

� f (ρ,ω j) f (ρ,ω j)� = lim
R→∞

[∫ R

0
ρε(ρ) f (ρ,ω j) f (ρ,ω j) dρ +

i
2ω j

√
ε(R) R f (R, ω j) f (R, ω j)

]
(4.39)

This enables us to rewrite 4.31 as:

G(ρ, ρ′; t) =
i
2

n∑
j=1

f (ρ,ω j) f (ρ′, ω j)e− iω jt

ω j � f (ρ,ω j) f (ρ,ω j)�
(4.40)

This last statement proves the completeness of the quasi-normal set, since every solution of the
wave equation can be written as a sum of Greens functions, which in turn can be written as a
sum of the quasi-normal modes.

4.4 Practical Implementation and Applications

Depending on the application in view, dielectric microresonators will be implemented as dif-
ferent geometries (Fig.4.14), using specific materials (liquid microdroplets, fused silica, optical
crystals). The spherical structures are fabricated by melting a little piece of optical fibre, where
the surface tension forces generate an atomically smooth surface. The two dimensional struc-
tures are generally produced in lithographical processes [4].

(a) (b) (c)

Figure 4.14: Different geometries to implement whispering gallery resonators: (a) a spheri-
cal, (b) cylindrical, (c) toroid microcavity. Reproduced from Ref.[2].

To couple the light efficiently in and out a whispering gallery, one can make use of a tapered
optical fibre (Fig.4.14). Provided there is good phase synchronisation and sufficient overlap of
the field, light will tunnel from the resonator into the fibre and vice-versa through frustrated
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total internal reflection. Since this coupling efficiency is highly sensitive to the gap between fibre
and cavity, other geometries have been suggested with a non symmetrical deformation. This
gives rise to so-called "bow-tie" modes, as shown in Fig.4.15. The regions with higher radius of
curvature will produce longer evanecent tails, enhancing the output coupling into the fibre.

Figure 4.15: Alternative desings of microcavities, depart from the sperical symmetry to
enhance several properties. A bow-tie resonator, reproduced from Ref.[15].

The possible applications of these structures are diverse, which is why any enumeration will be
incomplete. This following list should therefore be read as an argument for the great potential
of these little structures.

• In this chapter, we introduced microresonators as confining elements of electromagnetic
energy. This can of course be exploited to implement them as optical buffers. Such devices
would pave the way for future all-optical data processing [16]. Miniaturisation of such
microresonators is one of the biggest challenges in this area [17].

• Ultra high Q resonators can be used to design lasers with low lasing threshold, being
inversely proportional to the reflectivity inside the cavity. The major problem of these
lasers is the isotropic emission of light. This issue is resolved using deformed shapes,
as shown in Fig. 4.15. Ref. [18] suggests such a deformed microdisk laser, combining
unidirectional emission with low threshold power.

• It should come as no surprise that microresonators have several purposes in the telecom-
munication industry[19], the optical application field par excellence. Being frequency
selective with a linewidth inversely proportional to Q (Fig.4.11), microresonators are well-
suited as optical filters. It is, however, not a trivial problem to combine accurate tunability
with high Q. Next to these filters, whispering gallery resonators can also be used in other
telecom components such as switches and modulators.
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• Small mode volumes generate high nonlinearities, even when the materials have low
nonlinear properties as is the case for silica. The highest intensities occur close to the
surface, suggesting microspheres with surface nonlinear processes [20].

• The high sensitivity of these resonators to surface perturbations can be employed to make
sensors. By measuring changes in the transmission characteristics of the whispering
gallery, one can make photonic biosensors that detect the presence of biological pathogens
near the resonators surface [21] or acceleration sensors that convert an applied force in a
variation of the gap between a fibre and the resonator [22].

• More exotic optical phenomena can be observed when several microresonators are com-
bined in one component. Socalled "Coupled Ring Optical Waveguides" offer the possibility
to tailor the group velocity of the waveguide, making it possible to slow down light [23].

• Finally, we mention the use of dielectric microcavities in the field of cavity quantum
electrodynamics (CavityQED). This research investigates how and why excited atoms
behave differently when they are placed inside cavities. A well-known different behaviour
is the Purcell effect, through which we can modulate the rate of spontaneous emission
inside a cavity. Another exciting phenomenon occurs under certain circumstances, where
an atom with its surrounding cavity strongly interacts to combine into a atom-cavity state
(polariton), which is a mode where energy is bouncing back and forward between the
electromagnetic waves and the atoms excitation inside the cavity [24].
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CHAPTER 5

Microcavities in
Transformation Optics

In this chapter, we will look for microcavities within the field of transformation
optics. First, we will examin the ability of an invisibility cloak to serve as an optical
cavity. This section will introduce a general dispersion equation which is valid for
every transformation medium, performing a radial coordinate transformation. We
will find that the ideal invisbility cloak is not capable of confining light, whereas
a perturbed version has high-quality solutions, from wich none is subwavelength.
Secondly, we will use the tools of transformation optics to design a device that
confines perfectly electromagnetic energy of any wavelength. This device reduces
the wavelength inside the cavity with material parameters that tend to infinity.

5.1 The Invisibility Cloak Revisited

In chapter 3, we introduced the concept of an invisibility cloak. Such a device turns a finite
region in space invisible by guiding the light around it. For an ideal cloak, it is impossible for
light of any wavelength to enter the cloaked region. But if no light can go in, then perhaps no
light can go out? This idea suggests that we could approach an invisibility cloak as an optical
cavity.

5.1.1 The Cavity Setup

We will calculate the confined modes of such a cloak cavity with the formalism that we in-
troduced in chapter 4. As we explained in that chapter, we will calculate these modes in the
two-dimensional case for TE polarisation. The setup of such a cavity is shown in Fig. 5.1. The
modes of this system are calculated by solving Maxwell’s equations in the different regions
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(I, II, III) and match them with the boundary conditions. In regions (I) and (III), the fields are
solutions of Helmholz’ equation in vacuum and, according to the reasoning in chapter three,
the electric field is given by:

Ez
I (ρ, φ) = A Jm(k0ρ) e imφ, (5.1)

Ez
III(ρ, φ) = D H(1)

m (k0ρ) e imφ, (5.2)

with A and D complex constants, k0 = ω/c, and m ∈ Z. The solutions inside region (II) are
calculated in the next section.

EHΡ, ΦL1z

x

y

z

R1

R2

I II
III

Φ

z

Figure 5.1: A cylindrical cloak (II), with inner radius R1 and outer radius R2, surrounded by
vacuum (III), includes a cloaked region (I) where electromagnetic fields might be trapped.

Unless it is specified differently, we will assume R2 = 2R1.

5.1.2 Inside a Cylindrical Invisibility Cloak

To calculate the solutions in region (II), we will derive the constitutive parameters εi
j and µi

j
of the cylindrical cloak and insert thems in Maxwell’s equations. In the cylindrical case, the
electromagnetic coordinates (ρ′, φ′, z′) are mapped on the physical coordinates (ρ, φ, z) by the
transformation

ρ′ = f (ρ),

φ′ = φ, (5.3)

z′ = z.
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Below, we will gradually calculate the material parameters that implement such a transforma-
tion. The metric of electromagnetic space is given by

ds2 = dρ′2 + ρ′2dφ′2 + dz′2, (5.4)

and, expressed in the physical coordinates (ρ, φ, z):

ds2 = f ′(ρ)2dρ2 + f (ρ)2dφ2 + dz2.∗ (5.5)

In the cylindrical case, the components of gi j are thus given by:

gρρ = f ′(ρ)2, gρφ = 0, gρz = 0,

gφρ = 0, gφφ = f (ρ)2, gφz = 0, (5.6)

gzρ = 0, gzφ = 0, gzz = 1,

which in turn leads to the expressions

gρρ =
1

f ′(ρ)2 , gρφ = 0, gρz = 0,

gφρ = 0, gφφ =
1

f (ρ)2 , gφz = 0, (5.7)

gzρ = 0, gzφ = 0, gzz = 1,

Since permeability equals the permittivity, we will restrict ourselves to this last parameter. Using
Eq. (3.69), we then calculate that

ερρ =
f (ρ)
ρ f ′(ρ)

, ερφ = 0, ερz = 0,

εφρ = 0, εφφ =
f ′(ρ)
f (ρ)ρ

, εφz = 0, (5.8)

εzρ = 0, εzφ = 0, εzz =
f ′(ρ) f (ρ)

ρ
.

In terms of an arbitrary (continuous) transformation function f , the nonzero components of εi
j

are then

ε
ρ
ρ =

f (ρ)
ρ f ′(ρ)

,

ε
φ
φ =

ρ f ′(ρ)
f (ρ)

, (5.9)

εz
z =

f (ρ) f ′(ρ)
ρ

.

The components of the permeability µi
j are identical to those of the permittivity εi

j. Fig. 5.2 plots
these parameters in the case of a simple linear transformation function, satisfying f (R1) = 0 and
f (R2) = R2:

f : [R1,R2]→ R+ : ρ 7→ ρ′ =
R2

R2 − R1
(ρ − R1). (5.10)

∗Here, f ′(ρ) stands for the derivative of f with respect to ρ.
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This function and its corresponding two-dimensional plot are shown in Fig. 3.8 and Fig. 3.6. We
encounter a singularity at the inner boundary R1, which is even worse than in the spherical case
(shown in Fig. 3.9). Independent of the transformation function f , ερρ(R1) and µρρ(R1) will be

zero and εφφ(R2) and µφφ(R2) will always tend to infinity.∗
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Figure 5.2: Material parameters constituting a cylindrical inivisibility cloak, defined by
Eq. (3.75). At the inner boundary, the radial and the z-component of the material’s response

are zero. The angular component goes to infinity.

Since the cloak is built with anisotropic materials, we cannot use Helmholtz’ equation to find
the field solutions. Let us therefore return to Maxwell’s equations and try to find a similar
expression. In the absence of free charges ρ and currents J, the laws of Faraday and Ampère-
Maxwell are

∇ × E = −
∂B
∂t
, ∇ × E0 = iωB0, (5.11)

∇ ×H =
∂D
∂t
, ∇ ×H0 = − iωD0, (5.12)

where we assumed a harmonic time-dependency E = E0 e− iωt. Bearing in mind the TE polarisa-
tion E0 = Ez 1z, we can expand Eq. (5.11) in cylindrical coordinates, yielding:

Bρ =
1

iωρ
∂Ez

∂φ
,

Bφ = −
1
iω
∂Ez

∂ρ
, (5.13)

Bz = 0.

These expressions can be reinserted in Eq. (5.12), using the constitutive equations Bi = µ0µi
jH

j

and Di = ε0εi
jE

j:

1
ρ
∂
∂ρ

− ρ

iωµ0µ
φ
φ

∂Ez

∂ρ

 − 1
ρ
∂
∂φ

 1
iωρµ0µ

ρ
ρ

∂Ez

∂φ

 = − iωε0ε
z
zEz. (5.14)

∗Suppose f a is nonzero with f (R1) = 0. If f ′(R1) , 0, then ( f (R1)/ f ′(R1) = 0. If f ′(R1) = 0, then f (R1)/ f ′(R1) =

f ′(R1)/ f ”(R1), which is zero since we can repeat this reasoning until f (n)(R1) , 0. Such an integer n exists since f is
nonzero.
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This equation contains only the unknown function Ez and can be simplified by introducing the
free space wavenumber k0 = ω/c. In this way, we obtain the analogue of Helmholtz’ equation
in an anisotropic material with zero non-diagonal elements, which is valid for TE polarisation:

1
ρ
∂
∂ρ

 ρ

µ
φ
φ

∂Ez

∂ρ

 +
1
ρ
∂
∂φ

 1
ρµ

ρ
ρ

∂Ez

∂φ

 + k2
0ε

z
zEz = 0. (5.15)

Notice that, for this polarisation, (µρρ, µ
φ
φ, ε

z
z) are the only parameters of importance. The other

components (ερρ, ε
φ
φ, µ

z
z) matter for TM polarised waves. The number of nontrivial material

parameters of an invisibility cloak can thus be reduced if one considers a single polarisation. The
solutions inside the cloaking material (region II) can now be found by solving this equation, with
the constitutive parameters of the cylindrical cloak, as given in Eq. (5.9). After some elementary
rearrangements, we end up with

f (ρ)
f ′(ρ)

∂
∂ρ

(
f (ρ)
f ′(ρ)

∂Ez

∂ρ

)
+
∂2Ez

∂φ2 + k2
0 f 2(ρ)Ez = 0. (5.16)

As usual, the solutions will have a harmonic angular dependency. The radial part of this
equation can be reduced to the Bessel equation in the variable ρ′ = f (ρ) and so we know that
the solutions inside the cloak are given by:

Ez
II(ρ, φ) =

[
B Jm(k0 f (ρ)) + C Ym(k0 f (ρ))

]
e imφ. (5.17)

The components of the magnetic field can be found from Eq. (5.18) in combination with Eq. (5.9),
resulting in

Hρ =
1

iωµ0

f ′(ρ)
f (ρ)

∂Ez

∂φ
,

Hφ = −
1

iωµ0

f (ρ)
ρ f ′(ρ)

∂Ez

∂ρ
, (5.18)

Hz = 0.

5.1.3 The Dispersion Relation

The solution derived in the previous section can now be matched with the vacuum solutions.
Implicitly, we have already applied some boundary conditions: the fields are finite in the origin,
have angular continuity and obey Sommerfeld’s radiation condition. The dispersion relation can
then be found by additionally imposing the electromagnetic boundary conditions. As shown in
the previous chapter, the tangential components of the electric field (Ez) and magnetic field (Hφ)
must be continuous. When we apply these conditions at both boundaries (ρ = R1) and (ρ = R2),
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we find the following set of four independent equations:

A Jm(k0R1) = B Jm(k0 f (R1)) + C Ym(k0 f (R1)), (5.19)

A J′m(k0R1) = B
f (R1)
R1

J′m(k0 f (R1)) + C
f (R1)
R1

Y′m(k0 f (R1)), (5.20)

B Jm(k0 f (R2)) + C Ym(k0 f (R2)) = D H(1)
m (k0R2), (5.21)

B
f (R2)
R2

J′m(k0 f (R2)) + C
f (R2)
R2

Y′m(k0 f (R2)) = D H′(1)
m (k0R2). (5.22)

The equations involving the magnetic field are simplified using the relation f ′(ρ)/µφφ = f (ρ)/ρ,
which is derived from Eq. (5.9). Note that Eqs. (5.19)-(5.22) are valid for any transformation
device, performing a radial coordinate transformation ρ′ = f (ρ) between R1 and R2. Setting
the determinant of this set equal to zero generates the dispersion relation of the system. If the
cloaking device is ’perfect’, i.e., f (R1) = 0 and f (R2) = R2, no modes exist inside the cloaking region.
This can be understood from the fact that the modes of a dielectric cavity are related to the poles
of the scattering factor S(ω)[1]. This frequency-dependent factor indicates the amplitude of the
scattered wave when the device is probed with one unit of incoming wave. An ideal invisibility
cloak has a scattering factor S(ω) = 0, which has no poles, prohibiting the existence of confined
modes.

However, when we apply a little perturbation on the parameters, making the cloak less ideal,
there might be solutions of the dispersion relation. We apply a little perturbation ∆R at the inner
boundary. The cloaking material will then cover the region [R1 + ∆R,R2], departing from the
ideal situation since f (R1 + ∆R) , 0. This is also useful from a practical point of view, since we
slice off the singular inner boundary of the cloak. The resulting system indeed provides cavity
modes at well-defined frequencies. This is shown in Fig. 5.3.
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Figure 5.3: Contour plot of the dispersion relation defined by Esq. (5.19)-(5.22), with param-
eters ∆R = 0.1R1,R2 = 2R1, and m = 3. The quality factor Q depends on the perturbation

∆R. The first intersection of this plot: k0R1 = 4.63 − 2.26 · 10−3 i has Q ≈ 103.

The solutions are discrete and have qualitatively the same properties as the solutions of a
dielectric cylinder. As the perturbation ∆R becomes smaller, the Q-factor grows and can become
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Figure 5.4: The electric field distribution inside the cavity, corresponding to the first solution
in Fig. 5.3. The cross-sectional plot (a) and the density plot (b) clearly demonstrate how the
field is concentrated in the cloaked region (I). The red, dashed lines in the cross-sectional
plot indicate the boundaries Rin,R2 of the perturbed cloaking device. The black dashed line

is drawn at the inner boundary R1 of the perfect cloaking device.

very large: ∆R = 10−3 gives a mode (mode numbers m = 3, ν = 1) with Q ≈ 1017. There are,
however, no subwavelength modes within this system. This might sound paradoxal with what
we said earlier about the cloak being frequency-independent, although it is not the case: an
ideal cloak has no modes insides the cloaked region—which is indeed frequency independent—
whereas a perturbed cloak does not obey the rules of transformation optics and thus has specific
resonances above a threshold frequency.

5.2 A Hyperbolic Map

The invisibility cloak is somewhat disappointing as an optical cavity. The cloak only supports
confined modes when it is perturbed. Although these modes can have high quality factors, they
are discrete and certainly not subwavelength. This should not temper our enthusiasm. We will
leave the cloak behind and try to design an ideal cavity within the framework of transformation
optics.

5.2.1 Defining the Transformation

An ideal cavity confines the electromagnetic energy in a finite (small) region of space for infinite
time. Translated in terms of electromagnetic and physical space, this could be achieved by
mapping the entire electromagnetic space on a finite region in physical space. Such a map can be
constructed with a hyperbolic function which goes to infinity in a finite point. We will therefore
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Figure 5.5: The coordinate transformation of a hyperbolic map. (a) With a hyperbolic
transformation function as defined in Eq. (5.24), the interval [R1,R2] in the physical radial
coordinate ρ covers the interval [R1,+∞] in the electromagnetic radial coordinate ρ′. The cor-
responding coordinate transformation is shown in (b). The coordinate lines match vacuum

at the inner boundary and get squeezed together towards the outer boundary R2.

consider again a device as shown in Fig. 5.1, which performs a coordinate transformation
between (xi) and (xi′ ):

ρ′ = f (ρ),

φ′ = φ, (5.23)

z′ = z,

where f is defined by

f : [R1,R2]→ R+ : ρ 7→ ρ′ =
R1(R1 − R2)
ρ − R2

. (5.24)

This function, shown in Fig. 5.5, has a hyperbolic shape and becomes infinite at the outer
boundary of the device R2, and is matched at the inner boundary R1 with vacuum. The matching
at the inner boundary assures a smooth transition of the waves and since there is nothing "beyond
infinity", the electromagnetic energy can not escape this device. The corresponding coordinate
transformation is shown in the same figure. The cartesian coordinate lines in physical space
become denser as we approach the outer radius R2. Although they stop in the plot at a certain
position, theoretically the grid would have an infinite number of lines within the transformation
medium. An equivalent transformation has been proposed from a different point of view to
design a perfectly matched layer for numerical software [2].
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5.2.2 Material Parameters

The hyperbolic transformation from Eq. (5.24) is implemented with an anisotropic, inhomoge-
nious material. The components of the permittivity and permeability can be found by inserting
this function in Eq. (5.9), yielding:

ε
ρ
ρ =

R2 − ρ

ρ
,

ε
φ
φ =

ρ

R2 − ρ
, (5.25)

εz
z =
−R2

1(R1 − R2)2

(ρ − R2)3 .
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Figure 5.6: Material parameters constituting a hyperbolic transformation defined by
Eq. (5.24). At the outer boundary, the radial component is zero. The other two compo-

nents grow to infinity as they approach the outer boundary.

5.2.3 Results

The modes of this system are calculated with the traditional procedure. The dispersion relation
is actually the same as in Sec. 5.1.3, where we have to use the hyperbolic function f of Eq. (5.24)
instead of the transformation function of the cylindrical cloak. To evaluate the deteminant of
Eqs. (5.19)-(5.22) numerically, we have to introduce a perturbation at the outer boundary to
eliminate the infinity at f (R2). Therefore, we calculate the modes of the device which performs
the transformation Eq. (5.24) up to a certain value Rout = R2 − ∆R. So actually, we cut off a rim
at the outer boundary with thickness ∆R. The modes of this system can be determined by the
solutions of

A Jm(k0R1) = B Jm(k0R1) + C Ym(k0R1), (5.26)

A J′m(k0R1) = B J′m(k0 f (R1)) + C Y′m(k0R1), (5.27)

B Jm(k0 f (Rout)) + C Ym(k0 f (Rout) = D H(1)
m (k0Rout) (5.28)

B
f (Rout)
Rout

J′m(k0 f (Rout)) + C
f (Rout)
Rout

Y′m(k0 f (Rout)) = D H′(1)
m (k0Rout). (5.29)

65



CHAPTER 5. MICROCAVITIES IN TRANSFORMATION OPTICS

The corresponding contour plot is shown in Fig. 5.7, with ∆R = 0.005 and m = 3. The solutions
(at the intersections of a blue and a red curve) have a high quality factor Q, which grows as ∆R
becomes smaller, at the same time diminishing the spacing between the solutions. In the limit
∆R→ 0, every real ω is a solution, indicating perfect confinement for every wavelength.
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Figure 5.7: Contour plot of the dispersion relation defined by Eq. (5.26)-Eq. (5.29), with
parameters ∆R = 0.01R1,R2 = 2R1, and m = 3. The quality factor is very high and the

solutions are discrete but come closer to each other as ∆R becomes smaller.

In Fig. 5.8, we plot the cross-sectional and two-dimensional plot of such a mode inside the cavity,
corresponding to the solution k0R1 = 1.00 − 4.81 · 10−5 i. We immediately notice two important
properties: (i) the field is almost completely situated in the transformation medium, which
sounds reasonable since this medium contains the electromagnetic interval [R1,+∞], whereas
the inner disk (region I) only occupies the electromagnetic interval [0,R1] and (ii) the wavelength
of the electric field becomes smaller towards the outer radius R2. This is of course due to the
increasing index of refraction inside the medium.

5.2.4 Conclusion

Judging from these previous results, this hyperbolic design might seem the ideal optical cavity
we are looking for. Although this device achieves perfect confinement at every wavelength
(or approximates it arbitrarily good), we should look back on the materials with which it is
implementend in Fig. 5.6. Since the wavelength is becoming extremely small within the device,
it is not conventional to say that this device confines subwavelength modes. The structure,
however, is conceptually of great importance: when the constitutive parameters are not bounded
to a finite value, it is possible to confine electromagnetic energy, independent of the wavelength
or polarisation, something which is not possible with traditional optical components.
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Figure 5.8: The electric field distribution inside the cavity, corresponding to the solution
k0R1 = 1.00− 4.81 · 10−5 i. The cross-sectional plot (a) and the density plot (b) and show how
almost the entire field is concentrated in the transformation medium (II). The red, dashed
lines in the cross-sectional plot indicate the boundaries R1,Rout of the perturbed cloaking
device. The black, dashed line is drawn at the inner boundary R1 of the perfect cloaking

device.
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CHAPTER 6

Subwavelength Cavities

In this chapter we will introduce different transformation media that confine true
subwavelength modes. We will start by introducing the perfect cavity, whose name
originates from the conceptual resemblence with the perfect lens. This structure is
able to confine light of any wavelength in combination with an infinite quality factor.
We will, however, encounter its weak point, which is an extreme sensitivity to per-
turbations. Subsequently, we will try to remove this singular nature by introducing
a well-designed derivative design of this perfect cavity. This structure will have one
very good confined mode, whose frequency can be tuned into deep subwavelength
regions.

6.1 Introduction

In the previous chapter, we introduced a transformation medium that is capable of storing
electromagnetic energy of any wavelength for an infinite time. A perturbed version of this
device with less extreme parameters approximates these characteristics quite good. There were,
however, two major drawbacks: the energy is almost entirely situated inside the transformation
medium and the the wavelength inside this region (II) becomes extremely small. This results
from the fact that some components of the constitutive parameters become very large inside
the device. We would like to design a device with the same ideal properties — confining
subwavelength light for an infinite time — built with parameters that do not grow to infinity.
This would improve the field distribution inside the cavity, but even more importantly, it would
confine true subwavelength modes.
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6.2 The Perfect Cavity

6.2.1 The Transformation Function

Let us briefly return to the example of the invisibility cloak, Sec. 3.4.1. The electromagnetic
fields are excluded from the cloaked region by mapping the physical radius R1 on origin of
the electromagnetic space. The radial coordinate in electromagnetic space is defined on the
interval [0,+∞], and there is nothing beyond this range. In the example of the hyperbolic map
of Sec. 5.2, we have designed a cavity that mapped the entire electromagnetic space on a finite
physical space. We could, however, design a cavity from a cloaking perspective and design a
device that cloaks the volume surrounding the device, instead of the volume inside the device.
Such a device should smoothly guide the electromagnetic waves such that they never enter the
surrounding space. Let us first consider the two-dimensional case. The setup, which is the
same as in the previous chapter, is shown in Fig. 5.1. Since we want to cloak away region (III),
we will use a radial coordinate transformation, mapping the physical coordinates (ρ, φ, z) on
the electromagnetic coordinates (ρ′, φ′, z′) as defined by Eq. (5.3). To achieve perfect cloaking of
region (III), the radial tranformation function has to meet by the boundary conditions

f (R1) = R1, (6.1)

f (R2) = 0. (6.2)

Here again, the actual shape of the function will have no implications on the cloaking perfor-
mance. We will therefore consider the most trivial function satisfying the boundary conditions
(6.1)-(6.2):

f : [R1,R2]→ R+ : ρ 7→ ρ′ =
R1

R1 − R2
(ρ − R2). (6.3)

This coordinate transformation is shown in Fig. 6.1. As the radial coordinate gets folded, the
corresponding coordinate lines in Cartesian coordinates follow closed loops: a particle moving
along a vertical coordinate line in region (I), identified by a positive x-coordinate is bent to the
right in the cloaking region and returns in the vacuum region on the same vertical line, staying
bounded in this region for an infinite time.

6.2.2 Material Parameters

The cloaking material region (II) has to be built with materials whose parameters are imposed
by the rules of transfomation optics. In case of a cylindrical setup, assuming the inner region
to be vacuum, we can apply Eq. (5.9) in combination with the correct transformation function,
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Figure 6.1: The coordinate transformation of the perfect cavity. The surrounding space is
made invisible through a radial coordinate transformation that maps R2 on the origin in
electromagnetic space and it is matched with vacuum at R1 (left). Expressed in Cartesian
coordinates (xi), the coordinate lines get folded back on themselves and compose closed

curves, resembling the ears of Mickey Mouse (right).

Eq. (6.3). The nontrivial components of the material’s response are then given by

ε
ρ
ρ =

ρ − R2

ρ
,

ε
φ
φ =

ρ

ρ − R2
, (6.4)

εz
z =

R2
1

(R1 − R2)2

ρ − R2

ρ
.

The variation of these components as a function of the physical coordinate ρ is shown in Fig. 6.2.
These components have a negative sign, imposing the use of left-handed materials. From
Eq. (5.9), one can derive that any transformation medium, satisfying Eqs. (6.1)-(6.2), will have
a region with negative components. The same is true in the spherical or planar analogue. A
folded map will always need an implementation of left-handed materials. The perfect lens from
Sec. 3.4.2 is another example of such a map where space is folded and left-handed response is
necessary.

Next, we notice the well-known behaviour at the bounday that is mapped on the origin. The
radial components become zero, while the angular component tends to negative infinity. Al-
though εz

z and µz
z also become zero with this partical choice of f , this is not a general property.

We could, e.g., choose the transformation function f to be

f : [R1,R2]→ R+ : ρ 7→ ρ′ =
R1√

R2
2 − R2

1

√
R2

2 − ρ
2. (6.5)
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This function satisfies the boundary conditions (6.1)-(6.2), but additionally solves the differential
equation f (ρ) f ′(ρ)/ρ = Constant. This particular transformation would thus have a constant εz

z
and µz

z [1]. For a three-dimensional spherical design, one can obtain from Eq. (3.85) that none
of the material’s components would become infinitely large in this design.
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Figure 6.2: Material parameters constituting a perfect cavity, defined by Eq. (6.3). Next
to the singularity at the outer boundary, which is the same as the singularity at the inner
boundary for the traditional invisibility cloak, we notice that every component is negative,

obligating the use of left-handed materials.

6.2.3 Results

As was the case in the previous chapter, the modes of this cavities are the solutions of Eqs. (5.19)-
(5.22), where we have to insert f (R1) = R1 and f (R2) = 0. Instead of evaluating the determinant
of this set after performing a little perturbation, we will have a closer look at these equations in
the limit of the ideal case:

A Jm(k0R1) = B Jm(k0R1) + C Ym(k0R1), (6.6)

A J′m(k0R1) = B J′m(k0R1) + C Y′m(k0R1), (6.7)

B lim
x→0

Jm(k0x) + C lim
x→0

Ym(k0x) = D H(1)
m (k0R2), (6.8)

B lim
x→0

[ x
R2

J′m(k0x)
]

+ C lim
x→0

[ x
R2

Y′m(k0x)
]

= D H′(1)
m (k0R2). (6.9)

These limits should be handled with care, since they contain expressions like 0 ×∞. When we
assume the angular mode number m , 0, we can unambiguously evaluate these limits to be:

lim
x→0

Jm(k0x) = 0, (6.10)

lim
x→0

Ym(k0x) = −∞, (6.11)

lim
x→0

[ x
R2

J′m(k0x)
]

= 0, (6.12)

lim
x→0

[ x
R2

Y′m(k0x)
]

= +∞. (6.13)
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We can now reinsert these limits in the last two equations

B × 0 + C × −∞ = D H(1)
m (k0R2), (6.14)

B × 0 + C × +∞ = D H′(1)
m (k0R2), (6.15)

and we immediately obtain that this set only has solutions if D = 0 and C = 0, while there are no
requirements on B. When we combine this with the equations at the first boundary, we derive
that the initial set of four equations is equivalent to

A Jm(k0R1) = B Jm(k0R1), (6.16)

A J′m(k0R1) = B J′m(k0R1), (6.17)

C = D = 0. (6.18)

This set imposes no constraints on k0, which means that this cavity supports modes for every
wavelength, even if the wavelength is bigger then the characteristic dimensions of the cavity.
These modes are perfectly confined, since D equals zero, prohibiting any radiation to infinity
and pushing Q to infinity. One might object that, since every k0 solves the equation, there are also
solutions with Q , ∞. These solutionsω = ω′+ iω” can be rejected by expressing a conservation
of energy: in the abscence of electromagnetic sources, absorption or gain, we can state that the
electromagnetic energy density w = 1/2Re(D∗ ·E + B∗ ·H) satisfies [2]∫

w dV = Constant, (6.19)

if the integration domain V covers the entire space. When the coefficient D is zero, and there
are thus no fields outside the cavity in region (III), we can immediately deduce that the complex
part of the frequency ω” should be zero.

We are now able to plot the solutions of this perfect cavity. We can choose any real free-space
wave vector k0 and plot the solutions, using Eq. (5.17). It goes without saying that the most
impressive examples are the subwavelength modes, where the field is confined within a region
which is smaller than the wavelength inside the device. Therefore, we show such a mode
(k0R1 = 0.01) in Fig. 6.3. The cross-sectional plot (left) shows how the field is equally distributed
in the vaccum region and the cloaking region. Moreover, the field’s variation inside the cavity is
the exact mirror image of the field in the vacuum region. This is, however, not a general property
of the cavity. We could have chosen a different f , satisfying Eqs. (6.1)-(6.2), which would have
generated a different field distribution inside region (II). This confirms what we have already
mentioned in Sec. 3.4.1: the actual shape of f has no influence on the cavities performance. One
can make well-considered choices for this function f to enhance the field distribution inside the
transformation medium via Eqs. (5.17)-(5.18) or to relax the material’s parameters to implement
the structure, as discussed in Sec. 6.2.2.

We have made analogous calculations in the three-dimensional case. These calculations of the
spherical perfect cavity are given in Appendix A.
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Figure 6.3: The electric field distribution inside the cavity, corresponding to a deep sub-
wavelength solution k0R1 = 0.01. The cross-sectional plot (left) shows how the electric field
distribution inside the cavity is the mirrored image of the field inside the vacuum layer. This
is due to the specific choice of the transformation function. There is no field radiated outside

the cavity. The angular dependendy (right) resembles that of a traditional microcavity.

6.2.4 Discussion

The coordinate transformation Eq. (6.3), which cloaks away the surrounding space, indeed
seems to implement a perfect cavity. The adjective perfect refers to the parameters defining the
cavities quality: Q is infinite, since there is no radiation to infinity and characteristic dimensions
of the cavity can be many orders of magnitude smaller than the confined wavelength. Next to
the high Q and low V, the cavity exhibits a continuum of eigenmodes ω ∈ R. This property is
interesting in some applications, such as optical buffers or supercontinuum generation, but is
disadvantageous for optical filters or narrow linewidth light sources.

These previous parameters Q and V are bounded from a practical perspective: the photon life-
time inside the cavity will be finite due to the inevitable losses inside the left-handed material
and the bandwidth of the confinement will be bounded by the dispersion relation of the used
materials. The previous calculations inherently assumed dispersionless materials or monochro-
matic light. This does, however, not alter the fact that this design can be interesting from a
conceptual point of view. The same is true for Pendry’s design of a lens with subwavelength
resolution.

As opposed to the hyperbolic map from Sec. 5.2 we notice a completely different mechanism
of confinement: inside the cavity, a wave is confined if the cavity’s size approximately equals a
multiple number ν of the wavelength. The hyperbolic map reduced the wavelength of any mode
to zero at the outer boundary, and thus fulfilling this condition. This newer design, however,
does not alter the wavelength inside the device. Instead, it compensates the phase completely
and so the multiple number ν of wavelengths equals zero, pushing the analogy with the perfect
lens even further.
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The reduction of Eqs. (6.6)-(6.9) to the trival Eqs. (6.16)-(6.17) was possible when we assumed
the angular mode number m , 0. A mode without angular momentum cannot be confined
within this cavity. Such a mode has a purely radial propagation component and in the absence
of angular propagation it cannot be deflected to the left or to the right. The same is true for
a traditional invisibility cloak. A ray which is directed exactly towards the center of the cloak
does not know in which direction it should bend around the cloak.

In the previous calculations, we did not mention anything about the sensitivity of this cavity
with respect to the material parameters. Essentially being a strange kind of cloak, one might
expect the same kind of sensitivity: as material parameters deviate from the ideal values, an
invisibility cloak retains its cloaking characteristics, albeit less performant [3]. The perfect cavity,
however, suffers from an extreme sensitivity with respect to perturbations. When we perturbe
the cavity by slicing a little rim ∆R from the outer boundary (Rout = R2 − ∆R), as we did in the
previous chapters, we notice that the eigenmodes completely disappear. We demonstrate this
with the contour plot of the perfect cavity shown in Fig. 6.4, where we have imposed the slightest
perturbation of ∆R = 10−4 on the outer boundary. Such an enormous sensitivity also effects
the use of numerical software, due to convergence problems which occur with the unavoidable
discretisation error.

Recently, an analogous design has been proposed in combination with an invisibility cloak.
[4],[5] When this structure is placed inside an invisibility cloak, it can defeat the cloaking effect,
making the contained region visible again. This explains why it has been baptised as the anti-
cloak.
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Figure 6.4: Contour plot showing the missing eigenfrequencies (no intersections) when we
impose a little perturbation ∆R = 10−4 at the outer boundary.

Although it could be practically possible to achieve components of ε and µ equal to zero, there
will always be dissipation, associated with the left-handed material, deteriorating the device’s
functionality. Once again, we can draw the analogy with the perfect lens, which has the same
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type of sensitivity on its material parameters to achieve subwavelength resolution [6]. Together
with the previous mentioned analogies, this justifies the chosen name perfect cavity.

6.3 A Non-Singular Version

Although the previous design theoretically achieves the perfect set of modes, it might not be
useful in practical realisations due to its extreme sensitivity. Therefore, we have tried to eliminate
this singularity by considering a derivative design of this cavity.

6.3.1 Designing the Perturbation

The sensitivity of the perfect cavity was situated at the outer boundary R2. At this boundary,
the material parameters are the most extreme: zero or infinity. We could, however, introduce an
additional perturbation at the inner boundary R1 by slicing of a little rim with thickness ∆R1. The
transformation material would thus be situated in the interval [Rin,Rout], where Rin = R1 + ∆R1

and Rout = R2 − ∆R2. This would cause f (Rin) , Rin and thus would eliminate the vacuum
matching. Furthermore, we will choose to implement the transformation from Eq. (6.5), because
it has εz

z = µz
z = a constant. The transformation function f of this device would thus be given

by:

f : [Rin,Rout]→ R+ : ρ 7→ ρ′ =
R1√

R2
2 − R2

1

√
R2

2 − ρ
2. (6.20)

The only difference with the transformation from Eq. (6.5), constituting a perfect cavity, is the
domain on which this function is defined. In Fig. 6.5, we plot this new transformation. We note
that in comparison with the perfect cavity, this transformation has two additional degrees of
freedom: ∆R1 and ∆R2. The material parameters that constitute this transformation are shown
in Fig. 6.5, which we realise up to the values Rin and Rout.

6.3.2 Results

The solutions of this derivative structure can be calculated numerically. In Fig. 6.6 we plot the
solutions of this cavity, where we have chosen the perturbations ∆R1 = 0.05R1 and ∆R2 = 0.01R1.
The results are similar to those of the perfect cavity with a little perturbation at the outer
boundary R2, shown in Fig. 6.4, There is, however, a major difference at low k0, where we notice
the existance of one eigenmode. The actual value of the eigenfrequency is a function of several
parameters: ∆R1, ∆R2 and m. Oddly enough, the real part of this eigenfrequency decreases with
increasing angular mode number m. This is exactly oposite to what happens in a traditional
microcavity. This effect is summarised in Table 6.1. The dependency on ∆R1 and ∆R2 is shown
in Table 6.2: the real part of the eigenfrequency Re(k0) decreases with growing ∆R1 and increases
as ∆R2 becomes bigger. The highest Q-factors appear with the smallest Re(k0). The perturbation
∆R2 is the most important factor on the position of k0.
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Figure 6.5: The derived design of a perfect cavity, where we have removed a little rim at both
boundaries. (a) We plot the transformation from Eq. (6.20). The original boundaries R1,R2

correspond with the black dashed lines. The actual boundaries Rin, Rout are shown in red.
At the inner boundary, we remove a rim of thickness ∆R1 = 0.1R1, at the outer boundary
we apply ∆R2 = 0.2R1. The material parameters that implement this transformation are
shown on figure (b). Due to the perturbation ∆R2, the components stay bounded between

two finite, negative values.

These previous results give us some feeling on how we have to design this cavity. Let us try
to confine a mode with angular mode number m = 5 at Re(k0)R1 ≈ 10−1. Such a mode is deep
subwavelength since R1/λ0 ≈ 10−1/(2π) ≈ 1.5 · 10−2, implying that the cavity is approximately
60 times smaller than the wavelength. We would like to relax the material parameters and
search for solutions with a large ∆R2. Such a solution can be found with ∆R1 = 2 · 10−1R1 and
∆R2 = 2 · 10−2R1, having an eigenfrequency at k0R1 = 1.05104 · 10−1

− 7.88149 · 10−12 i. Fig. 6.7
plots the cross-section and two-dimensional field distribution of the eigenmode corresponding
to this eigenfrequency. The mode has an equivalent shape as the modes inside the perfect cavity,
with a maximum at the inner boundary. At the outer boundary, however, we notice a difference:
instead of becoming zero, the field has a steep increment that matches with a little outgoing
Hankel function. If we make ∆R2 even smaller, the height of this steep edge decreases and can
become arbitrarily small.

The results obtained in these simulations have been verified using a numerical simulation
program. These comparisons are summarised in Appendix B.

6.3.3 Alternatives

To gain a better understanding in the underlying physical mechanism of the subwavelength
confinement, we have searched for alternative designs that show the same functionality. The
results from Sec. 6.3.2 seem to indicate that the subwavelength confinement is provided when
there is a significant mismatch in combination with an outer boundary that is mapped almost
on the origin. This reasoning is confirmed when we investigate an alternative design, where
we have perturbed the perfect cavity by replacing a region [Raux1,Raux2] by vacuum. The

77



CHAPTER 6. SUBWAVELENGTH CAVITIES

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
-0.5

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

R1 ReHk0L

R1 ImHk0L

Figure 6.6: Contour plot showing a unique solution inside the derived design, where we
have chosen R1 = 1, R2 = 2, ∆R1 = 10−1R1 and ∆R2 = 5 · 10−2R1 with an angular mode
number m = 5. At large k0 these contours resemble those from Fig. 6.4. We do, however,

notice a single solution at k0 = 3.56503 · 10−1
− 3.93021 · 10−7 i.

m Re(k0)R1 Im(k0)R1

2 5.78228 · 10−1
−9.40724 · 10−2

3 3.3351 · 10−1
−1.31805 · 10−3

4 1.56127 · 10−1
−1.41194 · 10−7

5 6.69607 · 10−2
−1.41926 · 10−13

6 2.74633 · 10−2
−4.15791 · 10−13

Table 6.1: The dependency of the unique solution inside the derived design, defined by
Eq. (6.20). These solutions were calculated with ∆R1 = 0.02R1 and ∆R2 = 0.01R1. As we

increase m, the solution is shifted towards lower frequencies with higher Q.

correponding transfromation function is shown in Fig. 6.8. The modes of this design are solution
of a set of eight equations (two at each boundary) in eight variables (A . . .H). The design has
three degrees of freedom: Raux1,Raux2,∆R2, which makes a general description of its eigenmodes
even more complicated. In general terms, however, the same ideas apply to this design: the
value of the eigenfrequency depends in the same fashion on the perturbation at the outer
boundary ∆R and on the discontinuities in the transformation function. When we choose, e.g.
Raux1 = 1.3R1, Raux2 = 1.6R1 and ∆R = 5 · 10−2R1, then we find a subwavelength solution at
k0R1 = 4.978 · 10−1

− 7.360 · 10−6 i. This mode is shown in Fig. 6.9. From this figure we notice also
that the major part of the field is situated at the boundary Raux2 and that the field in the region
[Raux2,Rout] has the same evolution as in the previous design. This makes us suspect that Raux2

is of crucial importance in the confining mechanism. This idea is confirmed when we try to map
the parameters of this alternative design on the previous design. When we take this previous
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∆R1/R1 Re(k0)R1 Im(k0)R1

5 · 10−3 1.55203 · 100
−4.48093 · 10−2

1 · 10−2 1.34044 · 100
−1.75312 · 10−2

5 · 10−2 9.51259 · 10−1
−1.42216 · 10−3

1 · 10−1 8.37764 · 10−1
−5.13236 · 10−4

∆R2/R1 Re(k0)R1 Im(k0)R1

5 · 10−3 2.00719 · 10−2
−2.83112 · 10−18

1 · 10−2 4.77431 · 10−2
−6.76716 · 10−15

5 · 10−2 3.56503 · 10−1
−3.93021 · 10−7

1 · 10−1 8.37764 · 10−1
−5.13236 · 10−4

Table 6.2: Two tables summarizing the effect of ∆R1 and ∆R2 on the solution (m = 5) inside
the cavity. In the left table we have fixed ∆R2 = 10−1R1 and varied ∆R1 between 5 · 10−3R1

and 10−1R1. The real part of the frequency decreases as ∆R1 increases. In the right table
we varied ∆R2 while keeping ∆R1 fixed at 10−1, where we notice that the Re(k0) increases as
∆R2 increases. The sensititvity with respect to ∆R2 is much larger than the sensitivity with

respect to ∆R1. To achieve deep subwavelength confinement, we need a small ∆R2.
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Figure 6.7: The electric field distribution inside the modified cavity, corresponding to a
subwavelength solution with m = 5 and k0R1 = 0.1. The geometric parameters of this
cavity are: ∆R1 = 2 · 10−1R1 and ∆R2 = 2 · 10−2R1. The eigenfrequency is situated at k0R1 =

1.05104 · 10−1
− 7.88149 · 10−12 i.

design and apply ∆R1 = 2.5 · 10−1R1 and ∆R2 = 1 · 10−2R1, then we have an mode at k0R1 =

4.41833 · 10−2
−3.36986 · 10−15 i. Let us try to find this mode with the alternative design. Therefore

we choose: Raux2 = R1(1 + ∆R1), ∆R = ∆R2 and Raux1 is chosen arbitrarily between R1 and Raux2

at 1.25 · 10−1R1. With these parameters, we find a solution k0R1 = 4.41833 · 10−2
−3.36986 · 10−15 i,

which fits quite well with the solution from the previous design. Furthermore we have found
that the exact position of Raux1 is of little importance for the determination of the eigenfrequency.
These ideas enable us to define different types of alternatives: any design of cavity involving
a significant mismatch, followed by a transformation function which maps its outer boundary
near the origin, will have subwavelength confinement within some range of its parameters.
We have noticed that these parameters should be chosen such that at the boundary with a
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discontinuity f (Raux) should be smaller than Raux — providing a discontinuity with a negative
direction —, which means that in absolute values the φφ-components of the material’s response
should be bigger than the zz-components. This also explains why Raux1 from the alternative
design in Fig. 6.8 was of little importance: this discontinuity has a positive direction.
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Figure 6.8: An alternative design starting from the perfect cavity: instead of perturbing the
inner boundary as in Fig. 6.5, we replace an inner region [Raux1,Raux2] by vacuum (a). The
material parameters (b) are exactly the same as for a perfect cavity, except inside the above
mentioned region, which we leave vacuum ε = µ = 1. The black dashed lines indicate the
boundaries of the perfect lens R1 and R2, the red dashed lines correspond with Raux1,Raux2

and Rout = R2 − ∆R respectively.
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Figure 6.9: A subwavelength mode k0 = 4.978 · 10−1
− 7.360 · 10−6 i inside the alternative

design from Fig. 6.8, where we have chosen the parameters: Raux1 = 1.3R1,Raux2 = 1.6R1 and
∆R = 5 · 10−2R1. In the region [Raux2,Rout] we notice the same field distribution as with the
modified desing in Fig. 6.7: the field decreases towards the outer boundary and has a little

steep edge at the end (a). The two-dimensional density plot is shown in figure (b).
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6.3.4 Discussion

We will now construct an interpretation of the confining mechanism of the first design from
Fig. 6.5. The alternatives can be understood with an equivalent reasoning. We have found that
the eigenfrequencies are strongly affected by a discontinuity in the transformation function. In
the absence of a discontinuity, the structure (perfect cavity) is extremely singular. Furthermore,
we observed a field maximum at the discontinuous boundary, which is followd by an expo-
nential decay and a little steep edge initiating another local maximum at the outer boundary.
This looks like we are dealing with two surface modes inside this structure at Rin and Rout.
The interpretation then goes as follows: the left-handed dielectric between [Rin,Rout] has two
resonant surface modes at the boundaries with vacuum. The anisotropy inside the material,
which is a consequency of the mapping f (Rout) ≈ 0, reduces the energy at the outer surface mode
in favor of the inner surface mode and thus enhances the confinement. In the near future, we
will continue this research and try to explain these surface modes from a transformation-optical
perspective.

Although we have sacrificed the continuum of modes from the perfect cavity, we have found
one unique mode, which can be tuned deep subwavelength. This is not such a big sacrifice since
the prescribed negative response can only be achieved at a single wavelength due to dispersion.
One could try to improve the bandwith of confined modes by implementing the technique
of Ref. [7], which imposes additional constraints on the material’s dispersion characteristics.
Another technique to broaden the bandwidth has already been mentioned and consists in using
non-Euclidean geometries [8].

From the material’s perspective there is still another major remark: the permittivity and per-
meability are macroscopic parameters. When they are generated using metamaterials—as these
left-handed cavities require—the functional elements have to be one or more orders of magni-
tude smaller than these subwavelength cavities, which is a challenge nowadays in the optical
range.
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CHAPTER 7

A Frequency Tuner Using
General Relativity

In this chapter, we will borrow two famous metrics from general relativity (the
Schwarzschild solution and the Robertson-Walker metric) and try to mimick them
inside a dielectric. Since these metrics inhibit two different kind of redshifts, we will
try to implement them as frequency tuners. To achieve this purpose, we will first have
to derive more general constitutive equations that relate material parameters with
a general four-dimensional space-time metric. It will turn out that it is not possible
to translate the gravitational redshift in a dielectric. The cosmological redshift,
however, is perfectly transferable in a dielectric with isotropic an homogeneous
permittivity and permeability that is evolving in time.

7.1 Introduction

In chapter 3 we wrote down Maxwell’s equations in a general metric and we compared them
with the macroscopic Maxwell’s equations in a dielectric, expressed in a right-handed coordi-
nate system. We thus introduced dielectrics that could perform general transfomations, which
we therefore called transformation media. One might object that it was somewhat exaggerating
to say that these media perform general transformations, since they merely implement spatial
transformations. Moreover, a tensorial formulation of Maxwell’s equations is only possible
on the background of a four-dimensional space-time. This shortcoming will be eliminated in
Sec. 7.2, where we will derive how general space-time transformations are implemented with
bianisotropic materials, defined by Plebanski’s constitutive equations, Eq. (3.2). Although most
applications in transformation optics involve spatial transformation media, there are two in-
triguing examples of space-time transformation media: an optical analogue of an event horizon
and an optical analogue of the Aharonov-Bohn effect [1]. Both examples, involving the study of
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light propagation in a moving medium, have a fundamental theoretical importance. Hitherto,
there has been little attention for space-time transformation media in practical applications.

7.2 General Space-time Transformations

It is not too difficult to extend the differential formalism from Sec. 3.2 to a four-dimensional
manifold. A point on such a manifold can be expressed in a four-dimensional coordinate system,
e.g., the Galilean coordinates {xµ} = {ct, x, y, z}, which are a generalisation of the Cartesian
coordinates from a three-dimensional space. From special relativity, we know that the flat
space-time metric in Galilean coordinates can be expressed as

ds2 = −c2dt2 + dx2 + dy2 + dz2. (7.1)

This metric, associated with a four-dimensional flat space-time is called the Minkowski metric.∗

We will derive the material properties corresponding to general space-time metrics in a very
similar way as in Ref. [1]. To translate Maxwell’s equations in a general covariant way, we
introduce the electromagnetic field strength tensor. In a right-handed Cartesian coordinate
system, its components are given by:

Fµν =


0 −Ex −Ey −Ez

Ex 0 cBz −cBy

Ey −cBz 0 cBx

Ez cBy −cBx 0

 . (7.2)

When we additionally define the current four-vector jµ = (ρ, jx/c, jy/c, jz/c), we can compress
the four free space Maxwell’s equations into two tensorial equations:

∂Fµν
∂xλ

+
∂Fνλ
∂xµ

+
∂Fλµ
∂xν

= 0,

ε0∇νFµν = jµ. (7.3)

We can rewrite these equations in terms of the background metric ds2 with components gµν:

∂Fµν
∂xλ

+
∂Fνλ
∂xµ

+
∂Fλµ
∂xν

= 0,

ε0
1
√
−g

∂(
√
−gFµν)
∂xν

= jµ. (7.4)

The minus sign in front of the determinant of the metric g is simply the result of the fact that
this determinant is negative in a four-dimensional space time with Lorentzian signature.

To express the macroscopic Maxwell’s equations inside a dielectric in a tensorial way, we intro-
duce the electromagnetic excitation tensor Gµν. Again, in a right-handed Cartesian coordinate

∗We will consequently apply a Lorentzian (−+++) signature, where the time coordinate has a negative contribution
to the line element.
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system, we express its components as:

Gµν =


0 Dx Dy Dz

−Dx 0 Hz/c −Hy/c
−Dy

−Hz/c 0 Hx/c
−Dz Hy/c −Hx/c 0

 . (7.5)

In terms of this tensor, we can write macroscopic Maxwell’s equations inside a dielectric, in a
right-handed Cartesian coordinate sytem as

∂Fµν
∂xλ

+
∂Fνλ
∂xµ

+
∂Fλµ
∂xν

= 0,

∂Gµν

∂xν
= Jµ. (7.6)

We can now identify both sets—free space with general metric in Eq. (7.4) and dielectric in right
handed Cartesian coordinates in Eq. (7.6)—when we impose

Jµ =
√
−gjµ (7.7)

Gµν = ε0
√
−gFµν (7.8)

This first equation (7.7) looks familiar and is completely equivalent with what we have derived
in Eq. (3.69). The second equation (7.8) associates the metric with the constitutive equations of
the material. We will clarify this relation in the next steps. Using the property of the metric to
raise and lower indices, according to Eqs. (3.26)-(3.27), we can rewrite Eq. (7.8) as

Fµν =
1

ε0
√
−g

gµλgνρGλρ. (7.9)

We can now express the (0 i)-components∗ of this equation in terms of the usual vector fields,
yielding:

Ei =
1

ε0
√
−g

(g0 jgi0 − g00gi j)D j
−

1
ε0
√
−g

g0kgi j
1
c
εkjlHl. (7.10)

We rearrange this formula to express D as a function of E and H and raise the index i with gmi:

gmi(g0 jgi0 − g00gi j)D j = gmiε0
√
−gEi + gmigi j

g0k

c
εkjlHl. (7.11)

To simplify the expression in front of D j, we indicate two identities

gmigi0 = −g00gm0, (7.12)

gmigi j = δm
j − gm0g j0, (7.13)

which immediately follow from gµλgλν = δνµ and g jλgλm = δm
j . When we insert these equations

in Eq. (7.11), we finally arrive with

Dm = ε0

√
−ggmi

−g00
Ei + εmkl g0k

cg00
Hl. (7.14)

∗We recall the convention that Greek indices run from 0 to 3: (t, x, y, z), while the Latin indices cover only the spatial
dimensions 1 to 3: (x, y, z).
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The same line of reasoning can be repeated in terms of the dual tensors ∗Fµν = 1
2ε
µνλρFλρ and

∗Gµν = 1
2εµνλρGλρ, yielding:

Bm = µ0

√
−ggmi

−g00
Hi − ε

mkl g0k

cg00
El. (7.15)

When we identify these equations (7.14)-(7.15) with Plebanski’s constitutive equations, as given
in Eq. (3.2), we find that a general space-time metric gµν can be implemented in physical space
with a bianisotropic dielectric whose material properties are given by

εi j = ε0

√
−ggi j

−g00
(7.16)

ωi =
g0i

g00
(7.17)

In a completely analogous way as in Sec. 3.3.2, one can now deduce the material’s implementa-
tion when we assume a nontrivial metric γi j, e.g., spherical coordinates, in the physical space:

εi j = ε0

√
−ggi j

√
γ(−g00)

(7.18)

ωi =
g0i

g00
(7.19)

We notice that these relations include the spatial transformations from Eq. (3.60) when we insert
the Minskowskian metric: g00 = −1 and g0i = 0.

7.3 Gravitational Redshift

7.3.1 The Schwarzschild Solution

In general relativity, the Einstein field equations describe how space is altered due to the presence
of energy and momentum [2]. One of the most famous solutions of these equations is the
Schwarzschild solution, which is the unique vacuum solution outside a spherical symmetric
object with mass M [3]. Due to the spherical symmetry, it is described most easily in spherical
coordinates, yielding:

ds2 = −
(
1 −

Rs

r

)
c2dt2 +

(
1 −

Rs

r

)−1

dr2 + r2dΩ2, (7.20)

where dΩ2 is the metric of a unit two-sphere:

dΩ2 = dθ2 + sin2 θdφ2. (7.21)

This metric introduces the Schwarzschild radius Rs, which is defined as

Rs =
2GM

c2 , (7.22)
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with G = 6.67 · 10−11m3kg−1s−2, the gravitational constant. This solution fits extremely well the
motion of planets in our solar system. One of the tests to verify the accuracy of Einstein’s theory
is the observation of the gravitational redshift.

Suppose that a photon is emitted at a radius r1 (measured from the origin of the gravitating
body with mass M) at a frequency ω1. When this photon is propagating on the background of
a Schwarzschild metric towards an observer at radius r2, then it will be observed at a different
frequency ω2, which is related to the initial frequency ω1 by

ω2

ω1
=

(1 − Rs/r1

1 − Rs/r2

)1/2

. (7.23)

This shows us that the observed frequency will be shifted to lower values if the photon travels
away from the gravitating body (r2 > r1). Lower freqencies correspond with longer (redder)
wavelengths, which is why we call this a redshift. Photons that are traveling towards the
gravitating body are blueshifted, corresponding with the higher frequencies. The frequency shift
is actually an expression of the conservation of energy. The photon’s energy is a constant along
its trajectory. Its total energy is, however, the sum of the kinetic energy, which is proportional
to the frequency, with the potential energy, which depends on the metric background. It is
then clear that when a photon climbs out a gravitational potential, it will hand in some kinetic
energy, shifting down in frequency. In the opposite direction the inverse reasoning applies.
This frequency conversion is not own to the Schwarzschild solution: any metric encoding a
gravitational potential will inhibit such a gravitational redshift.

7.3.2 Material Implementation

Let us now try to design a material that implements this Schwarzschild metric. Therefore, we
apply Eqs. (7.18)-(7.19), where γi j is given by Eq. (3.39), yielding:

εr
r = µr

r = 1,

εθθ = µθθ =
1

1 − Rs
r

, (7.24)

ε
φ
φ = µ

φ
φ =

1

1 − Rs
r

. (7.25)

These parameters are plotted in Fig. 7.1. The response in the radial direction stays constant (ε0)
over the entire space. The angular responses grow to infinity at Rs. This radius corresponds
with the event horizon of a black hole. At the singularity r = 0, we notice that the angular
responses becomes zero.

7.3.3 Discussion

Firstly, we observe that at infinity the material equals vacuum, which is in correspondance with
the fact that the Schwarzschild solutions is assymptotically flat (Minkowskian) at infinity.

When we simulate the propagation of electromagnetic waves through a component with con-
stitutive equations from Eq. (7.24), we get the density plot from Fig. 7.2. We notice here how
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Figure 7.1: Material parameters that implement the Schwarzschild metric. We notice that
the angular responses tend to infinity at the event horizon (r = Rs−, passed which they

become negative. At the singularity (r = Rs) these parameters become zero.

the wavefront is bent around the material, which could be an analogy of the effect of photon
deflection around massive objects.

Figure 7.2: A numerical simulation of the propagation of electromagnetic field through the
structure with material parameters from Eq. (7.24). Inside the event horizon r = Rs (indicated

by the inner circle), we have put an absorbing material.

We should be careful to identify other similarities. This component is built from an anisotropic
(linear) dielectric, so we do not encounter the gravitational redshift, which occurs in gravitational
reality. This should be no surprise, because we have not encoded the g00-component that alters
the proper time of a stationary observer. It is thus not possible to translate the gravitational
redshift with a dielectric, since we will observe it from an Minkowskian metric which has
g00 = −1.
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7.4 Frequency Shifter Based on a FRW-Metric

7.4.1 Robertson-Walker Metric

To study the evolution and structure of the universe in its totality, we appeal to the cosmological
models. One of these models is the Robertson-Walker metric, in which we postulate that the
universe is spatially homogeneous and isotropic but can be evolving in time [3]. In its most
general appearance, this solution is given by

ds2 = −c2dt2 + a2(t)
[ dr
1 − κr2 + r2 dΩ2

]
. (7.26)

The dimensionless scale factor a(t) encodes the evolution of this universe and is related to the
famous Hubble parameter H = ȧ/a, where ȧ refers to the derivative with respect to time. The
curvature parameter κ is a measure of the spatial curvature. It can take on any value ∈ R: a
negative value is refered to as an open universe, a positive value is called closed, and κ = 0 is flat.

Such a nonstationary solution with a(t) , constant has an interesting influence on the propa-
gation of electromagnetic radiation. A photon emitted at a frequency ωem at the instance tem

will be measured at a different frequency ωobs at the time tobs. The relation between these to
frequencies is given by:

ωobs

ωem
=

a(tem)
a(tobs)

. (7.27)

In the case of an expanding universe a(tobs) will be bigger then a(tem) and so the observed
frequency will be lower—redshifted—than the emitted frequency. This effect has been labeled
with the name cosmological redshift. The origin of the redshift lies the fact that a particle slows
down with respect to a comoving observer in an expanding universe. This shift is used by
astronomers to calculate the distance of stars, since it gives us a measure of time that has elapsed
since the photon was emitted.

7.4.2 Material implementation

The Robertson-Walker metric Eq. (7.26) has its g00-component equal to one, which is the same as
our Minkowskian reference frame. This gives us good hopes to implement a structure in which
we can observe an analogy of the cosmological redshift. This shift also occurs in the spatially
flat implementation metric (κ = 0) and so we will restrict ourselves to this case. In Galilean
coordinates, this metric can be written as:

ds2 = −c2dt2 + a2(t)
[
dx + dy2 + dz2

]
. (7.28)

Let us now implement this metric with a dielectric using Eqs. (7.18)-(7.19). Once again, we
have notice that this structure can be made without bianisotropy (w = 0). The permittivity and
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permeability have to meet

εx
x = µx

x = a(t),

εy
y = µy

y = a(t), (7.29)

εz
z = µz

z = a(t). (7.30)

The Robertson-Walker metric without spatial curvature can thus be translated into a isotropic,
homogeneous dielectric whose permittivity and permeability equal the scale factor a(t) at all
times.

The solutions inside such a component are found by solving Maxwell’s equations in the absence
of free sources and currents:

∇ × E = −
∂B
∂t
, (7.31)

∇ ×H =
∂D
∂t
, (7.32)

in combination with these constitutive equations:

D = ε0 a(t) E, (7.33)

B = µ0 a(t) H. (7.34)

When we take the curl of Eq. (7.33) and apply Eqs. (7.33)-(7.34), we derive that E(r, t) is the
solution of

∇ × (∇ × E) = −µ0ε0
∂
∂t

(
a(t)

∂
∂t

(a(t)E)
)
. (7.35)

By introducing the variable η, defined by

dη =
dt
a(t)

, (7.36)

we can rewrite this equation to the more acquainted form

∆E − µ0ε0
∂2E
∂η2 = 0, (7.37)

from which we know the solutions can be written as a sum of plane waves in the variables (r, η)
and when we reinsert Eq. (7.36), we find the solutions in terms of r and t:

E(r, t) =
∑
ω

A(ω) ei(k · r−ω
∫

dt
a(t) ), (7.38)

where |k| = ω/c. One term out of this sum is shown in Fig. 7.3.

Let us now have a look if we can retrieve the redshift. The instantaneous frequency ωinst is
defined as the partial derivative of the phase with respect to the time-coordinate with a minus
sign [4]. Applied to a single solution inside the component, this becomes

ωinst(t) = −
∂(k · r − ω

∫
dt
a(t) )

∂t
=

ω
a(t)

. (7.39)
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Figure 7.3: A graphical representation of one solution of the wave equation inside the
material. (a) The spatial variation at a constant time t = 1. (b) The temporal variation of
this solution for fixed r = 1, when we modulate the permittivity and permeability with

a(t) = 1 + 3/20 t.

At two different times t1 and t2, the instantaneous frequencies are thus related by

ωinst(t2)
ωins(t1)

=
a(t1)
a(t2)

, (7.40)

which perfectly agrees with Eq. (7.27).

7.4.3 A Frequency Shifting Device

Inside the material, an individual solution is subject to an equivalent of the cosmological redshift.
We could now wonder if such a device with a finite extend, would suit as a frequency converter.
Therefore, consider the setup as shown in Fig. 7.4, where we introduced the function

f (t) =

∫
dt
a(t)

, (7.41)

and where we has imposed that z = 0 coincides with the left boundary of the component to
clarify the equations to come. We illuminate the dielectric from the left in region (I) with a
monochromatic plane wave at frequency ω0 and we want to calculate the wave that will be
emitted in region (III).

Inside the component we will generate a sum of solutions of the wave equation to match the
wave at the left boundary (z = 0):

A0e− iω0t =

∫
∞

−∞

A(ω) e− iω f (t)dω. (7.42)

It can be shown that the other electromagnetic boundary condition, implying the continuity of
the tangential component of the magnetic field, is automatically fulfilled due to the impedance-
matching. The coefficients A(ω) are found by multiplying both sides of this equation with
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f ′(t)e iω′ f (t) and integrate over the time coordinate. This yields:∫ +∞

−∞

A0e− iω0t f ′(t)e iω′ f (t)dt =

∫
∞

−∞

∫
∞

−∞

A(ω) e− iω f (t) f ′(t)e iω′ f (t)dω dt, (7.43)

=

∫
∞

−∞

A(ω)
∫
∞

−∞

e i(ω′−ω) f (t)d f dω, (7.44)

= 2π A(ω′). (7.45)

I II

AHΩL ei Ω I z
c - f HtLMA0 ei Ω0 I z

c -tM A1 ei Ωout I z
c -tM

Ε0
Μ0

aHtL Ε0
aHtL Μ0

Ε0
Μ0

III

z0 L

Figure 7.4: A setup where we implement the a finit Robertson-Walker device. At the left
a monochromatic wave at ω0 impinges on the device. We modulate the permittivity and
permeability as a(t) = 1 + t. This results in a frequency shift in region (III), which is given by

ωout
ω0

=
a(t1)
a(t2)

At the right boundary a wave will be emitted that is given by:

EII(L, t) =

∫
∞

−∞

A(ω) e iω(L/c− f (t))dω. (7.46)

When we insert Eq. (7.45) in this equation, we can rewrite the output as

EII(L, t) =
A0

2π

∫
∞

−∞

∫ +∞

−∞

e− iω0t′ f ′(t′)e iω f (t′)dt′ e iω(L/c− f (t))dω, (7.47)

and when we change the order of integration, this becomes

EII(L, t) = A0

∫ +∞

−∞

δ
(

f (t′) + L/c − f (t)
)

e− iω0t′dt′. (7.48)

The dirac delta function ones again cancels the integral and when we introduce the inverse
function f−1, we finally arrive at

EII(L, t) = A0e− iω0 f−1( f (t)−L/c). (7.49)
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In region (III) after the device will thus propagate a wave with an electric field that is given by

EIII(z, t) = A0e iωout(z/c−t), (7.50)

with an angular frequency

ωout =
∂
(
ω0 f−1( f (t) − L/c)

)
∂t

, (7.51)

= ω0
f ′(t)

f ′
(

f−1 (
f (t) − L/c

)) . (7.52)

This equation shows indeed that the proposed design from Fig. 7.4 executes a frequency shift.
Since the velocity of the wavefronts v = c/a(t), we know that L =

∫ t2

t1
c/a(t) dt = c

(
f (t2) − f (t1)

)
,

where t1 and t2 indicate the time of incidence and departure of a wavefront. If we are looking
at a time t to right boundary, then f−1 (

f (t) − L/c
)

corresponds to the time when the wavefront
was at the left boundary.

ωout

ω0
=

f ′(t2)
f ′(t1)

, (7.53)

=
a(t1)
a(t2)

. (7.54)

which brings us full circle at the cosmological redshift formula.

7.4.4 Discussion

Firstly, we observe that the Robertson-Walker solution is implemented with an anisotropic,
homogeneous material, which is evolving in time. This corresponds exactly to the postulates
by which we constructed the Robertson-Walker metric: a spatially isotropic and homogeneous
and nonstationary universe.

Secondly, it is worth mentioning that the permittivity and permeability should vary homoge-
nously. The underlying physical effect should thus not be confused with high-frequent electrical
modulation. Also here the number of variable material parameters can be reduced with a factor
two when considering a single polarisation.

We also want to point out that the modulation should be very high to achieve significant
frequency tuning. This problem could be resolved by temporally capturing the wave inside the
components with reflecting facets.

Finally, we want to mention that in the case of a redshift—where the wave has gained energy
through the material—the energy balance can be restored when considering the energy that
is needed to modulate the constitutive parameters. A blue-shifted setup seems more appeal-
ing since this might return energy to the material. The possible applications will be further
investigated in the near future.
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CHAPTER 8

Conclusions and Outlook

Transformation optics introduces the concept of an electromagnetic space that can differ signif-
icantly from the physical space that we perceive. This offers us a new approach to study the
interaction between light and matter. The elegance of this approach is the intrinsic independency
on parameters of the light under consideration, such as the polarisation or frequency.

The example of an invisibility cloak clearly pointed out how transformation media are capable of
deceiving the light by changing the boundary conditions in the electromagnetic space. In chapter
2, our analysis of traditional microcavities demonstrated the importance of boundary conditions
in the determination of its modes. The combination of these two facts suggests the possibility
of designing performant cavities within the framework of transformation optics. Moreover, the
frequency independency of this technique provides the possibility of subwavelength cavities.

In this work, we have proposed different designs for optical cavities. One of these designs—that
we have named the perfect cavity—confirms the previous considerations. This cavity confines
every frequency, even the subwavelength ones, for an infinite time. In practice, however, the
slightest perturbation in the material parameters would alter the boundary conditions and
eliminate the continuous set of modes.

To solve this problem, we have derived another design from the perfect cavity, which is based
on a discontinuous transformation between the physical and the electromagnetic spaces. The
resulting cavity still has deep subwavelength modes, which are less sensitive to perturbations.
Considering the mode profiles and the sensitivity of these modes regarding deviations on the
material parameters, we assume that these modes are surface modes.

Nevertheless, there are still some remaining questions related to our transformation-optical
cavities. As left-handed materials tend to have significant absorption, we will have to include
this parameter in future simulations. Furthermore, it will be interesting to explain these deep
subwavelength modes from the perspective of plasmonics. This will give an indication of how
to generalise the component in three dimensions, making a spherical cavity. We will also try
to implement the innovative idea of broadband, non-Euclidean cloaking recently proposed by
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Ulf Leonhardt in order to raise the bandwidth or relax the material constraints of these cavities.
Finally, although our current work was focused on transformations of the radial coordinate,
more involved transformations including other coordinates may be useful.

We also explored the potential of space-time transformation optics, in which space-time metrics
from general relativity can be implemented with dielectrics. On the background of such a
metric—the Robertson-Walker solution that describes the structure of the universe—a photon
experiences a cosmological redshift. We successfully translated this effect generating a compact
frequency shifting device that is able to alter the frequency of an electromagnetic wave using a
time-dependent index of refraction.

In the near future, we will generalise the setup by taking into account the energy that is needed
to modulate the refractive index. Such an energy balance will especially be interesting in the
case of an electromagnetic blueshift, where the outgoing light has lost energy inside the material,
which could potentially be used as an energy converter. Likewise, we will need to define a way
to modulate the permeability together with the permittivity, and analyse the possibility of direct
applications such as frequency modulation for telecommunications or frequency conversion for
laser applications. It would be nice, of course, if we could use this frequency-shifting device as
an optical cavity, e.g., by choosing a clever modulation of the refractive index.

It is, however, very difficult to make future perspectives within this rapidly evolving field of
transformation optics, due to the innovating work of many researchers through which we gain,
every day, a better understanding in the relativity of electromagnetic reality.
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APPENDIX A

Spherical Cavity

In this Appendix, we give the calculations of the perfect cavity in the spherical case.
Although these calculations are somewhat more cumbersome than in the cylindrical
case, the underlying idea is exactly the same. First, we will discuss the setup of such
a cavity. Then, we will calculate the spherical solutions inside the cloaking region.
In the last step, we will match the solutions of the different regions and demonstrate
that there is no constraint on the confined frequency.

A.1 Setup

As is the case with the well-known invisibility cloaks, the structure under consideration is
actually a spherical shell. Between the inner radius R1 and the outer radius R2 of the shell,
we implement a dielectric structure whose ε and µ tensor become a function of space. These
variations can be designed using the theory of transformation optics. Working in a spherical
coordinate system (r, θ, φ), we assume the field to be TE, also called magnetic multipole fields.
We suggest a transformation, defined by:

r′ = f (r), (A.1)

θ′ = θ, (A.2)

φ′ = φ. (A.3)

The function f (r) has to meet the constraints

f (R1) = R1, (A.4)

f (R2) = 0. (A.5)

Eq. (A.4) ensures the continuity of electromagnetic space and as a result the shell will be
impedance-matched at the inner boundary. The confinement of the waves is ensured by
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Eq. (A.5). The boundary at which f (r) = 0 imposes a natural boundary for the electromag-
netic waves. These conditions, however, do not define f (r) in an unambiguous way. Let us
consider a linear function. By imposing A.4 and A.5, we find

f (r) =
R1

R1 − R2
(r − R2). (A.6)

The material parameters that implement this transformation are given by

εr
r = µr

r =
f 2(r)

r2 f ′(r)
=

R1

R1 − R2

(r − R2)2

r2 , (A.7)

εθθ = µθθ = f ′(r) =
R1

R1 − R2
, (A.8)

ε
φ
φ = µ

φ
φ = f ′(r) =

R1

R1 − R2
. (A.9)

These components are all negative (R1 < R2), which means that the structure will be made using
left-handed materials. We also notice that these components stay bounded to finite values, as
opposed to the cylindrical perfect cavity.

A.2 Solutions Inside a Spherical Cloak

To find out which fields propagate inside the cloaking shell, we first derive the wave equation
for the waves inside the cloak. We start with Maxwell’s equations:

∇ × E = −
∂B
∂t
, ∇ × E0 = iωB0, (A.10)

∇ ×H =
∂D
∂t
, ∇ ×H0 = − iωD0, (A.11)

where we used the convention E = E0e− iωt. Assuming E0 = Eθ1θ + Eφ1φ, we can calculate the
magnetic field using Eq. (A.10) in combination with Bi = µ0µi

jH
j:

Hr =
Br

µ0µr
r

=
1

µ0µr
r

1
iω

1
r sinθ

(
∂
∂θ

(sinθEφ) −
∂Eθ

∂φ

)
,

Hθ =
Bθ

µ0µθθ
= −

1
µ0µθθ

1
iω

1
r
∂
∂r

(rEφ), (A.12)

Hφ =
Bφ

µ0µ
φ
φ

=
1

µ0µ
φ
φ

1
iω

1
r
∂
∂r

(rEθ).

These components can now be reintegrated in Eq. (A.11). In the θ-direction, we obtain

1
r sinθ

∂
∂φ

[
1

µ0µr
r

1
iω

1
r sinθ

(
∂
∂θ

(sinθEφ) −
∂Eθ

∂φ

)]
−

1
r
∂
∂r

r
1

µ0µ
φ
φ

1
iω

1
r
∂
∂r

(rEθ)

 = − iωε0εθEθ.

(A.13)
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Since µr
r is only a function of r, Eq. (A.7), this can be rewritten as

1
r2 sin2 θ

1
µr

r

∂
∂θ

∂
∂φ

(sinθEφ) −
1

r2 sin2 θ

1
µr

r

∂2Eθ

∂φ2 −
1
r
∂
∂r

 1

µ
φ
φ

∂
∂r

(rEθ)

 = k2
0ε
θ
θEθ. (A.14)

We introduce ∇ ·D = 0, yielding
∂
∂θ

(sinθEθ) = −
∂Eφ

∂φ
. (A.15)

When we insert this equation in Eq. (A.14), we can eliminate Eφ and find

−
1

r2 sin2 θ

1
µr

r

∂
∂θ

(
sinθ

∂
∂θ

(sinθEθ)
)
−

1
r2 sin2 θ

1
µr

r

∂2Eθ

∂φ2 −
1
r
∂
∂r

 1

µ
φ
φ

∂
∂r

(rEθ)

 = k2
0ε
θ
θEθ. (A.16)

It is important to notice that this last equation is valid for every coordinate transformation
as defined by Eq. (A.1). By introducing the new variable Esθ = sinθEθ, this equation can be
transformed to a more familiar one:

1
r
∂
∂r

 1

µ
φ
φ

∂
∂r

(rEsθ)

 +
1

r2 sinθ
1
µr

r

∂
∂θ

(
sinθ

∂
∂θ

(Esθ)
)

+
1

r2 sin2 θ

1
µr

r

∂2Esθ

∂φ2 + k2
0ε
θ
θEsθ = 0. (A.17)

If ε and µ are isotropic and homogeneous, equation (A.17) simply tells us that

Esθ = [Ajl(kr) + Byl(kr)]Ylm(θ, φ), (A.18)

where jl and yl are the spherical Bessel functions of the first and the second kind, respectively,
and Ylm are spherical harmonics. In the next step we will find similar solutions for the field
inside the cloak, where ε and µ are given by (A.7),(A.8) and (A.9). By multiplying with r2µr

r,
we can seperate the radial from the angular part of the equation

rµr
r
∂
∂r

 1

µ
φ
φ

∂
∂r

(rEsθ)

 +
1

sinθ
∂
∂θ

(
sinθ

∂
∂θ

(Esθ)
)

+
1

sin2 θ

∂2Esθ

∂φ2 + r2µr
rk

2
0ε
θ
θEsθ = 0. (A.19)

Let us write Esθ(r, φ, θ) = Rsθ(r)Ψsθ(φ, θ). Inside the metamaterial-shell, the angular equation for
Ψsθ will result in spherical harmonics: Ylm(θ, φ). Taking this into account, the radial equation
becomes:

rµr
r
∂
∂r

 1

µ
φ
φ

∂
∂r

(rRsθ)

 +
(
r2µr

rk
2
0ε
θ
θ − l(l + 1)

)
Rsθ = 0. (A.20)

Now let us introduce r′ = f (r), as defined in Eq. (A.1). Eq. (A.20) then transforms into:

r′2

r
∂2

∂r′2
(rRsθ) +

(
k2

0r′2 − l(l + 1)
)

Rsθ = 0. (A.21)

We now define a second new variable

R f sθ =
r
r′

Rsθ. (A.22)
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When we finally insert this new variable into equation (A.21), we derive that

r′
∂2

∂r′2
(r′R f sθ) +

(
k2

0r′2 − l(l + 1)
)

R f sθ = 0. (A.23)

We can thus conclude that inside the shell R f sθ is a linear combination of Bessel functions, or

Esθ =
f (r)
r

[Ajl
(
k0 f (r)

)
+ Byl

(
k0 f (r)

)
]Ylm(θ, φ). (A.24)

A.3 The Perfect Spherical Cavity

Equation (A.24) gives us an expression for one—modified—component of the electric field inside
the shell, (A.18) does the same for the free space electric fields (inside and outside the cavity).
We can derive the modes of this system by expressing the proper boundary conditions:

∆Et = 0, (A.25)

∆Ht = 0, (A.26)

∆Dn = 0, (A.27)

∆Bn = 0. (A.28)

Conditions (A.27) and (A.28) do not offer any information, since Dn = 0 and the radial depen-
dency of Eθ equals the radial dependency of Eφ (equation(A.15)). For the same reason, it is
apparent that (A.25) is guaranteed if ∆Esθ = 0. Furthermore, it can be seen from (A.12) that
(A.26) implies ∆Hφ = 0. Therefore, let us start by expliciting Hφ. In this calculations we will use
the abbreviation Ajl(k0 f (r)) + Byl(k0 f (r)) = Bl(k0 f (r)):

Hφ =
1

µ0µ
φ
φ

1
iω

1
r
∂
∂r

(rEθ), (A.29)

Hφ =
1

sinθ
1
µ0

1
iω

[
1
r

Bl
(
k0 f (r)

)
+

k0 f (r)
r

B′l
(
k0 f (r)

)]
Ylm(θ, φ), (A.30)

where the prime (′) denotes a differentiation with respect to the radial coordinate r. Using this
equation, in combination with (A.24), we can conclude that inside the cavity, we get:

Esθ = Ajl(k0r)Ylm(θ, φ), (A.31)

Hφ =
1

sinθ
1
µ0

1
iω

[1
r

Ajl(k0r) + Ak0 j′l (k0r)
]

Ylm(θ, φ). (A.32)

Inside the metamaterial-shell:

Esθ =
f (r)
r

[
Bjl

(
k0 f (r)

)
+ Cyl

(
k0 f (r)

)]
Ylm(θ, φ), (A.33)

Hφ =
1

sinθ
1
µ0

1
iω

{1
r
[
Bjl

(
k0 f (r)

)
+ Cyl

(
k0 f (r)

)]
+

k0 f (r)
r

[
Bj′l

(
k0 f (r)

)
+ Cy′l

(
k0 f (r)

)] }
Ylm(θ, φ).

(A.34)
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Outside the cavity:

Esθ = Dhl(k0r)Ylm(θ, φ), (A.35)

Hφ =
1

sinθ
1
µ0

1
iω

[1
r

Dhl(k0r) + Dk0h′l (k0r)
]

Ylm(θ, φ). (A.36)

We are now ready to determine the explicit form of the remaining boundary conditions (A.25)
and (A.26).

Ajl(k0R1) =
f (R1)
R1

[Bjl(k0 f (R1)) + Cyl(k0 f (R1))], (A.37)

1
R1

Ajl(k0R1) + Ak0 j′l (k0R1) =
1

R1
[Bjl(k0 f (R1)) + Cyl(k0 f (R1))] +

k0 f (R1)
R1

[Bj′l (k0 f (R1)) + Cy′l (k0 f (R1))],

(A.38)
f (R2)
R2

[Bjl(k0 f (R2)) + Cyl(k0 f (R2))] = Dhl(k0R2), (A.39)

1
R2

[Bjl(k0 f (R2)) + Cyl(k0 f (R2))] +
k0 f (R2)

R2
[Bj′l (k0 f (R2)) + Cy′l (k0 f (R2))] =

1
R2

Dhl(k0R2) + Dk0h′l (k0R2).

(A.40)

We can rewrite this set to:

Ajl(k0R1) = Bjl(k0 f (R1)) + Cyl(k0 f (R1)), (A.41)

Ak0 j′l (k0R1) = Bk0 j′l (k0 f (R1)) + Ck0y′l (k0 f (R1)), (A.42)

B
f (R2)
R2

jl( f (R2)) + C
f (R2)
R2

yl( f (R2)) = Dhl(k0R2), (A.43)

B[
1

R2
jl( f (R2)) +

f (R2)
R2

j′l ( f (R2))] + C[
1

R2
yl(k0 f (R2)) +

f (R2)
R2

y′l ( f (R2))] = D[
1

R2
hl(k0R2) + k0h′l (k0R2)].

(A.44)

We know that, independent of l, f (R2) jl( f (R2)) = 0. If l , 0, we know that f (R2)yl( f (R2)) = −∞,
jl( f (R2)) + f (R2) j′l ( f (R2)) = 0, and yl( f (R2)) + f (R2)y′l ( f (R2)) = +∞. When we consider the
solutions for which l , 0, we find:

Ajl(k0R1) = Bjl(k0R1) + Cyl(k0R1), (A.45)

Ak0 j′l (k0R1) = Bk0 j′l (k0R1) + Ck0y′l (k0R1), (A.46)

B × 0 + C × (−∞) = Dhl(k0R2), (A.47)

B × 0 + C × (+∞) = D[
1

R2
hl(k0R2) + k0h′l (R2)]. (A.48)

We are looking for the solutions for which C = 0 and find that

Ajl(k0R1) = Bjl(k0R1), (A.49)

Aj′l (k0R1) = Bj′l (k0R1). (A.50)

This means that there is no constraint on k0 and thus permits a continuum of solutions. When
we additionally express the conservation of energy, we find that k0 ∈ R, implying an infinite
quality factor.
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APPENDIX B

Simulations Modified Cavity

In this Appendix, we compare the modes of the perfect ’modified’ cavity of the
Mathematica simulations with the results obtained using the finite element simula-
tion program Comsol Multiphysics.

B.1 Comsol Simulations

In the Comsol simulations, we define a finite simulation domain, in which we introduce the
cylindrical, modified cavity with parameters given by Fig. B.2. Such a setup is shown in
Fig. B.1. The simulation domain thus contains three regions. A vacuum region inside the
cavity, the cavity region, specified by an anisotropic permittivity and permeability, and a third
region that corresponds to the surrounding vacuum. In this setup, we also have to define the
boundary conditions at the interface between two regions. At the inner boundaries we impose
the continuity condition, and at the outer rim, which limits the simulation domain, we apply
a scattering boundary condition for cylindrical waves. This condition gives the best results
when we are searching for the confined modes of a radiating cavity. Finally, we also define the
mesh of the simulation, whose elements should be much smaller than the wavelength under
consideration. There is, however, an upper limit in the number of mesh elements due to the
finite processing power. The best results are obtained when the number of mesh elements is
much bigger at the interfaces between two regions.
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Figure B.1: The setup of the simulations.

B.2 Results

Below, we have listed three examples of confined modes within the modified cavity.

In the left column, we plot the solutions of our calculations in Mathematica. In these calculations,
we have used the parameters: R1 = 3, R2 = 6, ∆R1 = 0.2, ∆R2 = 0.2. The right column contains the
corresponding Comsol results. Here, we have defined the parameters R1 = 3 · 10−4, R2 = 6 · 10−4,
∆R1 = 0.2 · 10−4, ∆R2 = 0.2 · 10−4. Furthermore, Comsol returns the angular frequency ω0, while
we calculate k0 = ω0/c in Mathematica. The solutions of Comsol and Mathematica should thus
be proportional by a factor 3.00 · 1012.

1.2 1.4 1.6 1.8 2.0

Ρ

R1

-4

-3

-2

-1

0

Ε,Μzz

Ε,Μ
ΦΦ

Ε,Μ
ΡΡ

Figure B.2: Material parameters of the cavity under consideration. We notice that every
component is negative, bounded between −0.333 and −4.263.
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Figure B.3: Comparison of the mode with angular mode number m = 4. (a) Mathematica
simulation having a solution k0 = 2.57 · 10−1

− 1.72 · 10−3 i , (b) Comsol simulation finding a
solution at ω0 = 7.70 · 1011

− 6.08 · 109 i.
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Figure B.4: The radial field distribution of the electric field Ez corresponding to the solutions
shown in Fig. B.3.
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Figure B.5: Comparison of the mode with angular mode number m = 5. (a) Mathematica
simulation having a solution k0 = 1.83 · 10−1

− 5.37 · 10−6 i , (b) Comsol simulation finding a
solution at ω0 = 5.48 · 1011

− 1.55 · 107 i.
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Figure B.6: The radial field distribution of the electric field Ez corresponding to the solutions
shown in Fig. B.5.
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Figure B.7: Comparison of the mode with angular mode number m = 7. (a) Mathematica
simulation having a solution k0 = 7.83 · 10−2

− 1.34 · 10−14 i , (b) Comsol simulation finding a
solution at ω0 = 2.21 · 1011

− 4.24 · 103 i.
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Figure B.8: The radial field distribution of the electric field Ez corresponding to the solutions
shown in Fig. B.8.
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B.3 Discussion

The real parts of the mode solutions correspond very well:

7.70 · 1011

2.57 · 10−1 = 3.00 · 1012, (B.1)

5.48 · 1011

1.83 · 10−1 = 3.04 · 1012, (B.2)

2.21 · 1011

7.83 · 10−2 = 2.82 · 1012. (B.3)

The agreement between the imaginary parts is given by

6.08 · 109

1.72 · 10−3 = 3.53 · 1012, (B.4)

1.55 · 107

5.37 · 10−6 = 2.89 · 1012, (B.5)

4.24 · 103

1.34 · 10−14 = 3.16 · 1017. (B.6)

The correspondence is not very good for the last solution, which has a very high quality factor.
This could indicate the higher sensitivity of the very high Q modes with respect to perturbations,
such as the introduction of a finite mesh in the numerical simulations.
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