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Abstract

A future nuclear fusion power plant, which would produce clean and safe
electricity, will require real-time control of the fusion plasma position. Plasma
positioning reflectometry, a radar technique in which microwaves are reflected on
the plasma, from which the distance between the radar antenna and the plasma
can be derived, is a strong candidate to provide feedback on the plasma position
for this control system. However, measurement perturbations caused by the in-
terplay between the turbulent plasma and the metallic blankets surrounding the
plasma make it difficult to use classical methods to reconstruct the plasma posi-
tion. Also for new approaches which use neural networks or databases of full-wave
simulations for the reconstruction, the problem is expected to be complex.

One possible solution lies in optimizing the antennas used in the reflectome-
ter system. By modifying the antenna shape, antennas which behave similarly
independent of the probing frequency can be designed, opening the way for re-
construction methods which can yield accurate results fast enough for plasma
position control in blanket-equipped tokamaks.

In this work, a first attempt to design such a frequency-independent antenna
is made. To assess the performance of different antennas, a two dimensional ray
tracing code (R2P2), which simulates plasma positioning reflectometry in ITER-
like conditions, is built. The results give insights in antenna behaviour and lead
to several design criteria for the antenna.

Based on these results, a frequency-independent cylindrical horn antenna is
optimized, taking into account the ITER-imposed spatial constraints.

A prototype of the optimized antenna is tested against a reference antenna.
The optimized antenna shows clear advantages in the resulting radiation dia-
grams. The measurements also show that misalignment of the antennas and
their surroundings can lead to large asymmetry in the radiation diagrams.

When mounted between ITER-like blankets, the optimization effects disap-
pear. Also when reducing the length of the blanket structures, the influence of the
blankets on the radiation diagram remains. This suggests that a second optimiza-
tion is required, in which the antenna is optimized directly in its surroundings.

Simulations of the optimized antenna with small amounts of higher-order
modes at the antenna input show that these modes can lead to offsets in the
direction of the main lobe of the antenna. The suggested second optimization
should therefore also consider the waveguide modes at the antenna input.

Keywords: Plasma positioning reflectometry, plasma diagnostics, horn anten-
nas, optimization, ray tracing, simulation methods and programs, ITER, fusion
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Nuclear fusion, the energy of the sun. Ever since we humans have understood
the physics behind nuclear fusion, some of us have been dreaming of using the
same processes to produce clean, safe and renewable energy on earth. A dream
with a lot of challenges, a lot of uncertainties, a lot of research still to be done.
It is a long trip to the sun, but we will get there, lifted by our dreams and
standing on the shoulders of giants.
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Chapter 1

Introduction

1.1 The Physics of Fusion

Nuclear fusion is a physical reaction, of which the name describes the process
very well: multiple atomic nuclei are fused, driven by the nuclear force. This
process is accompanied by a release in energy. The dominant fusion reaction in
the sun is the following:

p+p—D+e’ +v+40.42MeV (1.1)

In this reaction two protons p, fuse into deuterium D (a hydrogen isotope
containing 1 proton and 1 neutron), a positron e, and a neutrino v. During the
process 0.42MeV energy is released. This reaction has a very low cross-section
(=~ 10 - 107°°m? [1]), meaning it is not likely to happen, and making it not the
most interesting reaction to try to achieve on earth. Instead, deuterium-tritium
(DT) fusion is the reaction aimed for:

D+ T — *He (3.5MeV) +n (14.1 MeV) (1.2)

Deuterium and tritium (a hydrogen isotope containing 1 proton and 2 neutrons)
are fused, forming a helium atom (containing 3.5 MeV or about one fifth of the
reaction energy) and a fast neutron (containing the remaining four fifth of the
energy release). This reaction has a higher cross-section (=~ 10 - 1073 m? [2])
under conditions which can be achieved on earth. In a fusion power plant, this
fusion reaction will be followed by a second reaction with lithium:

n+ °Li — “He + T + 4.78 MeV (1.3a)
n+ Li — *He + T +n — 2.47 MeV (1.3b)

A neutron n, produced by the fusion reaction in Equation 1.2, reacts with
lithium to form tritium which can fuel another fusion reaction'. Depending on the

"However, some neutrons from the fusion reaction (1.2) will be lost and will not react with
Li. To make sure enough T-production occurs, other n-producing reactions will occur as well,
so that there are more neutrons available to react with Li and produce T. This also means
that a fusion reactor generates radioactivity, albeit with a very short lifetime compared to the
radioactive waste of a fission reactor.
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lithium isotope with which the neutron reacts, either additional energy is released
or energy from the fast neutron is used. Reactors in which these lithium-reactions
occur are called breeder reactors, as the tritium-fuel for the fusion reactions is
bred in the reactor vessel itself. The produced tritium is collected and stored,
so that it can be added to the plasma in a controlled way. These two reactions
form the core of a fusion reactor and are illustrated in Figure 1.1. Not only is it
very convenient to produce tritium, it is also necessary; tritium is rare and the
total available amount of tritium on earth is in the same order of magnitude as
that which a fusion power plant would use in a single year [3|. Deuterium is not
produced in the reactor, but is available and can be added to the process from a
storage facility nearby the reactor.

~

Deuterium - ‘ Helium (3.5 MeV)
. @ Neutron (141 MeV)

Tritium Helium
L
S +4.8 MeV
O
>
o
3 Lithium-6
e
T
z Tritium

Figure 1.1: Reactions occurring in a breeder fusion reactor: deuterium and tri-
tium fuse to produce a neutron, which then reacts with lithium (here depicted °Li)
to form tritium, effectively breeding the T-fuel. Both reactions produce helium
ions as a byproduct. [4]

1.2 Conditions for Fusion

A first condition for fusion to occur is that free atomic nuclei, positive zons,
must exist to be able to react. This means that the deuterium and tritium atoms
must first undergo ionization reactions, splitting them into ions and free electrons.
Ionization reactions can be thought of as a phase transition. Just like vaporization
is the transition between a liquid and a gas, ionization is the transition between
gas and plasma?. The DT-fuel mixture needs to be in this plasma state, i.e. there
need to be a sufficient amount of ionized particles. Just like any other phase

2Unlike other phase transitions however, ionization does not occur on a single line in a p-T
diagram but instead occurs depending on various other properties of the system. Approaching
ionization as a phase transition is correct, but it must be kept in mind that it does not act as
a ‘normal’ phase transition all the way.
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transition which gets a system to a higher energetic state, ionization requires
activation energy, so the system needs to consist of high-energetic particles in
order for the plasma state to be achieved. As the plasma contains free negative
electrons and positive ions, it has electromagnetic properties: it can conduct
electricity, reflect or screen electric fields or be contained by magnetic fields.

Exactly electromagnetism is responsible for a second, more strict condition
to obtain fusion. In the plasma state, two positive ions need to fuse together.
However, positive charges repel each other. It is necessary for the particles to
overcome this repelling electromagnetic force (the Coulomb barrier), if they are
to be fused. To do this, they need even more energy than the plasma state
requires. Both from engineering as from reaction-probabilistic point of view a
particle energy of about 10 to 20 keV, corresponding to a temperature of 115 to
230 million Kelvin would be good for DT-fusion on earth [5, Chapter 10].

An extra condition is of course that produced plasma should be confined. It
costs a lot of energy to produce the plasma, so losing it (and having to spend
more energy to create more plasma) would make a future fusion reactor very
inefficient. Additionally, due to the high energy of the plasma particles, it would
destroy almost any material it comes in contact with. This condition might sound
trivial, but instabilities that follow from the complicated interplay of forces which
lies at the basis of plasma physics make containing a plasma a difficult task.

Creating these conditions is one of the main challenges in fusion research
today. It is not reaching the conditions per se which is difficult, but reaching and
maintaining these conditions in an energy-efficient way. After all, a fusion power
plant is supposed to be a power plant, with as only goal electricity production.
The difficulty in the research is not to make fusion possible, it is to make fusion
with a net energy output possible. This can be reformulated in terms of the
‘Q-factor’:

Prusion > 1 (1.4)
Paux
in which Ppgion is the power produced by the fusion reaction and P,y is the aux-
iliary power necessary to create the conditions for fusion to occur. It is reaching
2 > 1 which is the main goal of the fusion community today.

Q=

1.3 Fusion Reactors

There are multiple possibilities for creating the conditions for fusion, one of
them occurs in the sun.The large gravitational field provides both a high pressure
and temperature such that the plasma state is maintained and the plasma remains
confined.

Several other possibilities are being investigated for fusion as an energy source
on earth. Magnetic confinement of the tokamak and stellerator type, together
with inertial confinement fusion are the main areas of investigation. The tokamak
(a Russian acronym standing for toroidal chamber with magnetic coils) is at this
moment the closest to achieving self-sustained fusion. The other technologies
will not be discussed in this work. ITER (Figure 1.2), the biggest tokamak in the
world, currently under construction in Cadarache, France, will be the first fusion
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experiment that aims to reach ) > 1 and will go up to ¢ = 10. Up to now, most
fusion experiments have had a different goal, namely to examine the conditions
under which fusion can happen without actually trying to achieve fusion, mainly
by investigating plasma physics to determine relevant scenarios for ITER to work
in safe conditions.

Figure 1.2: Overview of the ITER reactor, (left) full toroidal vessel and auxiliary
systems, (right) the plasma vessel with a person for comparison, the plasma is
coloured transparent orange [6.

In a tokamak, the plasma (marked orange on the Figure 1.2) flows around
in a toroidal (donut-shaped) vessel without touching its walls. A complicated
magnetic field in and around the vessel is responsible for its confinement. On
Figure 1.3, two poloidal cross-sections of the ITER tokamak are shown. Figure
1.3a shows different parts of the magnetic confinement system. These are the
central solenoid (red), which induces a current in the plasma; toroidal fieldcoils
(green) and poloidal fieldcoils (blue). The resulting magnetic fieldlines go almost
toroidally (so in the plane of the figure). In fact these fieldlines are helical and have
an offset of a couple of degrees from a full toroidal path. All of the coils of ITER
will be superconducting, limiting the power consumption. The resulting magnetic
field allows for a good plasma confinement and positioning. The condition of
containing the plasma is thus satisfied.

To produce the plasma, multiple schemes for heating the DT mixture to high
enough energies are available. A couple of possibilities use electromagnetic radi-
ation to heat the plasma (somewhat similar to a microwave oven), specifically by
enlarging one component of the kinetic energy of one of the particle species in
the plasma. Another scheme uses neutral beam injection (NBI), in which highly
energetic hydrogen atoms are shot at the plasma and give their energy to raise
the total plasma energy. Part of the energy released with the fusion reactions can
also serve to maintain the plasma state; the helium ion (a so-called a-particle)



1.3 Fusion Reactors 5

(a) Magnetic confinement components (b) Vacuum vessel components: first wall
with arrows indicating direction of cur-  (fuchsia), breeder blanket (yellow), diver-
rents:  central solenoid (red), toroidal tor (light blue), vacuum vessel (purple),
fieldcoils (green), poloidal fieldcoils (blue).  also showing ITER main reactions.

Figure 1.3: Poloidal cross-sections of ITER tokamak.

produced in Equation 1.2, is positively charged and therefore confined by the
magnetic field which keeps the plasma together. This means that its energy (3.5
MeV or about one fifth of the fusion energy) stays inside the plasma and heats
the plasma. A combination of these heating methods will be used in ITER to
obtain and maintain the conditions in which fusion can occur.

Only charged particles are confined in the tokamak, so the neutron from Equa-
tion 1.2 is not contained and escapes the toroidal chamber where it impacts on
the walls of the vessel, called the breeder blankets. In a fusion reactor, this is
the place where the tritium-producing reactions between neutrons and lithium
(Equation 1.3) happen. The main reaction-cycle is illustrated on Figure 1.3b, on
which the breeder blankets are marked in yellow. The breeder blankets are ac-
tively cooled: the huge energy carried by the neutrons and the additional energy
releases from the lithium reactions heat the material, heat which is then trans-
ferred to a coolant. It is the heat contained in the coolant which could be used to
drive a classical turbine to produce electricity. In ITER however, the conversion
to electricity will not be done. The goal of ITER is to reach @ > 1, but it still
is an experimental reactor and will not be connected to the power grid. Another
big project, named DEMO, will be build later and will be the first tokamak to
provide electricity to the grid.
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On Figure 1.3b some other important components of ITER are marked. The
first wall (fuchsia on the figure) consists of tungsten alloys. These are necessary to
withstand high heat loads coming from radiation and impacting plasma particles
which managed to escape the magnetic confinement. In light blue, the divertor
is marked. Its function is to remove helium from the plasma. Although this
by-product of the reactions (Equations 1.2 and 1.3) is useful to heat the plasma,
it is an impurity which reduces the efficiency of the fusion processes and would
accumulate over time if not removed. The divertor collects the helium and other
impurities and gets them out of the main plasma. Finally the vacuum vessel
(purple) is marked, which keeps the plasma at the correct pressure.

1.4 Plasma Positioning Control

The plasma in ITER will reach core temperatures of 150 million °C. Inside the
tokamak, the magnetic confinement system is responsible for keeping the plasma
in a position where it does not touch and destroy the walls. This crucial task
also carries other benefits; a good plasma position is necessary for efficient fusion
processes with minimal losses. To keep the plasma position correct, constant
monitoring is necessary. A fusion plasma is highly turbulent, similar to turbulent
gases and liquids, but fundamentally different since also electromagnetic forces
play a role. Where the steady-state magnetic field generated by the magnetic
confinement components is responsible for controlling the drift-motions which
the ions and electrons undergo as a consequence of plasma physics, a continuous
fine-tuning of the poloidal fieldcoil currents (blue on Figure 1.3a) is responsible
for compensating changes in the plasma position induced by turbulence, heating,
fueling, and other non steady-state changes in the plasma |7, Section 1.7].

The block diagram of the plasma positioning control scheme is presented in
Figure 1.4. When wanting to keep the plasma position at a certain reference 7.,
the real-time position 7., is compared with the reference. The difference between
these Ar'is fed to a controller which sends steering signals to the power supply of
the poloidal fieldcoils. The power supply changes the amount of power sent to the
coils, changing the current in the coils, which results in a change in the magnetic
field in the tokamak. The plasma reacts on the change in the magnetic field by
changing its position towards the reference. At the same time, perturbations
caused by e.g. turbulence change the plasma position, such that the real position
is again different from the reference. A plasma positioning diagnostic measures
plasma properties from which a plasma position can be reconstructed, this real-
time position is then send back to the start of the loop. The faster this loop
can work, the better the resulting plasma position. Every block of the loop in-
troduces time delays, and it is important to minimize these delays where possible.

The focus of this thesis is the design of a plasma positioning diagnostic which
allows for a fast and correct plasma position reconstruction in power plant-like
tokamaks with long pulse operation. In current-day, small tokamaks which are
operated only in short pulses and without DT-fusion, the diagnostics used are
magnetic pickup coils. These are small coils placed around a poloidal cross-section
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Figure 1.4: Block diagram of plasma position controller with feedback.

in which currents are induced as a consequence of the plasma current. The amount
of induced current varies with the distance of the edge to the plasma, so that by
integrating the measured currents the distance between the plasma and the wall
is obtained. With enough coils, it is possible to get a good reconstruction of the
plasma position. |7, 8]. This magnetic diagnostic has some major shortcomings
when it comes to big fusion reactors which will probably operate in very long
pulses (in the order of 20000 seconds [3]) and will have high neutron radiation
on the walls. The radiation will induce changes in conductivity and emf’s in
the pick-up coils, continuously changing their behaviour and making a correct
interpretation of the measurements difficult [9]. Additionally, the integrators
which process the measured signals to the distance between plasma and wall
are known to be inaccurate when operated for longer time (the so-called drifting
integrator effect), and although advancements are made in the integrator designs,
recent integrators can function well only in the order of 1000s [10] which is still
far from 20000s. In ITER, the plasma positioning feedback must be accurate
up to 1 cm [11]. With the current state of the magnetic diagnostics, this is not
possible for long, nuclear discharges.

A different diagnostic which can be used is a plasma positioning reflectometer
(PPR). A PPR uses radar-detection techniques. Electromagnetic radiation is
emitted by an antenna and reflects on an object. It returns to a receiving antenna
and the time between emitting and receiving the signal can be calculated, from
which the distance to the object can be derived. Unlike traditional radar, where
the object on which the radiation is reflected is metallic, for plasma reflectometry
the plasma itself reflects the radiation. Different emitted frequencies will reflect
on different density layers of the plasma, so that a frequency sweep will result
in sufficient knowledge to make a density mapping and determine the plasma
position [12].

PPR has been successfully integrated as part of the control circuit from Figure
1.4 in the tokamak ASDEX-Upgrade in Germany [13, 14] and does not suffer
from the same problems as the magnetic pickup coils. However, its design poses
new challenges in terms of plasma position reconstruction in blanket-equipped
tokamaks. The blankets (which are not present in ASDEX-Upgrade) have a major
influence on the received signals in PPR and make plasma position reconstruction
within the ITER 1cm tolerance level difficult [11, 15].

A possible solution for this problem is to use new methods using neural net-
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works [16] or databases of full-wave simulations [17|. But also for these methods,
plasma position reconstruction in blanket-equipped tokamaks remains a challeng-
ing task and it is feared that real-time feedback is not possible given the com-
plexity of the problem [18]. One of the problems is that the radiation diagrams
of the currently suggested antennas are frequency dependent [19], so that the
spatial correlation of turbulent regions is convoluted with changes in radiation
diagram as a frequency sweep is made by the PPR. A complex deconvolution of
these effects is necessary to interpret the received signals.

In this work, a first attempt is made to design broadband PPR antennas with
frequency-independent radiation patterns in order to lower the amplitude vari-
ations when the frequency changes, with the broader goal of enabling fast and
accurate plasma position reconstruction in blanket-equipped tokamaks.

1.5 Thesis Outline

The work is organized as follows: in Chapter 2, the theoretical background of
a plasma positioning reflectometer is explained in detail. In Chapter 3, the two
dimensional ray tracing code ‘R2P2’, which was built to evaluate the performance
of different antennas, is introduced. In Chapter 4, the results of simulations done
with R2P2 are analysed and discussed. In Chapter 5 a design for a performant,
frequency-independent antenna is made using PROFUSION |20, 21]. In Chapter
6 a prototype of the antenna is tested and compared with a reference antenna.
A final chapter contains conclusions and suggestions for further research.



Chapter 2

Plasma Positioning Reflectometer
Basics

2.1 Plasma Physics

Plasma has some properties which are similar to gaseous substances and at the
same time complex electromagnetic behaviour. In section 1.2, several properties
of a plasma were already mentioned briefly, now those which are most relevant
for a plasma position reflectometer (PPR) will be discussed in more detail.

2.1.1 Density and Magnetic Field Profiles

The plasma in a tokamak is confined by a magnetic (B-) field. Symmetry
in the toroidal direction is assumed, meaning that the plasma looks the same
in each poloidal cross-section. A typical spatial evolution of the B-field strength
and electron density of the plasma in a poloidal cross-section are given in Figure
2.1. The variable R is the radial position from the center of the tokamak, Ry
is the location where the plasma density is maximum and where the barycenter
of the plasma is located, called the plasma major radius. An alternative axis x
is defined, starting from the center of the plasma R,. With the assumption of
toroidal symmetry, the coordinate

F=1x- €+ 2 €,

r=|rl=va%+4 22

gives a complete description of the location in the plasma (in which €; is a unity
vector along axis 7). The plasma minor radius a is defined as the distance between
plasma center and the point where the plasma density n(7 = a) = 0m™3. The
ITER-like values given in Table 2.1 will be used in this work and the R2P2-code.

The magnetic field B in a tokamak points approximately in the toroidal di-
rection (the y-direction of Figure 2.1). Because it has an offset of a couple of
degrees from this axis, the resulting fieldlines are not circular but helical, which

is necessary to have a stable plasma. In first order, By, > B, the field strength
can be approximated by:
R
B(R) = By - EU (2.1)
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\ -
B o
n
B,
R, R

Figure 2.1: Typical density n(R) and magnetic field B(R) profile in poloidal
cross-section of a tokamak with major radius Ry and minor radius a [5]. Values
for Ry, a, ng and By are found in Table 2.1.

The side > 0 is called the low-field side (LFS), the side # < 0 is named high-
field side (HFS), also named the good-curvature region (opposed to the LFS,
which is the bad-curvature region). The names bad- and good-curvature region
refer to an instability, the interchange instability, which occurs when the pres-
sure gradient and magnetic field gradient are pointing in the same direction. On
Figure 2.1 it can be seen that this unfavorable behaviour occurs in a tokamak on
the outer side (LFS, bad-curvature) and stabilizing behaviour exists for the HFS.
The helical magnetic fieldlines, along which the plasma particles move, cause the
particles to spend some time in the bad-curvature region and some time in the
good-curvature region, so that instabilities will grow for some time and later be
damped again. It is because of this and many other instabilities that the exact
shape of the magnetic fieldlines plays such a crucial role in a tokamak.

Table 2.1: ITER-like values for the main tokamak parameters which are used
throughout this work (depicted at Fig. 2.1).

Ro 6.2 m

a 2 m

no | 102°m=3

By| 53T
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The main electron density profile n, = n is often approximated by a quadratic
equation in 7 with maximum n(r = 0) = ng and n(r = a) = 0:

7’2

n(r) =ng — Mo (2.2a)

x? + 22
2

n(x,z) =ng —no (2.2b)

a

Shapes other than this are also possible; often, in the so-called high confine-
ment mode (H-mode), a fusion plasma will have a steep slope in the edge region
of the plasma and a relatively flat central part, the quadratic profile is however
a very realistic, yet simple main density profile and will be used in this work. In
a real scenario, additional turbulence dn (which can be asymmetric in all coordi-
nates) exists and plays an important role in the behaviour of the plasma and its
interactions with e.g. heating sources.

Turbulent transport can be connected with a number of instabilities which
can be grouped in MHD (magneto-hydrodynamical) turbulence on the one hand,
which are instabilities with a quasi-constant structure in the direction of the mag-
netic fieldlines; and driftwave turbulence on the other hand, which has dynamic
behaviour along the fieldlines. MHD turbulence typically shows small interchange
instabilities in the bad-curvature region [5, Chapter 15]. The turbulence model
which is used in this work will be discussed in detail in Section 3.4.1.

2.1.2 Debye Shielding and Plasma Frequency

A free charge qq brings with it an electrostatic Coulomb-potential of the form

o) = 72

" Arwegr (2:3)
with r the distance from the charge. This potential is linked with the electrical
field of the charge, making it possible to detect the charge and interact with
it. In a plasma there are both positive and negative charges present in more or
less equal numbers. On a small spatial scale, these charges attract each other.
Because the mobility of the electrons is large compared with that of the positive
charges, a positive test charge will be surrounded by negative electrons which
‘screen’ the positive charge. Assuming an isotropic plasma, spherical symmetry
can be applied. Because of the screening, the test charge potential changes to the
Debye-Hiickel potential:

do 1 —V2r/Ap
S 2.4
o(r Trear € (2.4)

The potential now has a strong exponential decrease instead of the previous 1/r
behaviour, meaning it will be not possible to detect the charge as soon as the
observer is further away than roughly the Debye-length A\p (typically 7-107°m
for fusion plasmas [5, p. 9]). A result of this shielding is quasi-neutrality: because
negative and positive charges will shield each other, inside the plasma the electron
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density n. equals the ion density n; multiplied with the effective charge number
Z; of the ions:
Ne = Zmz (25)

This explanation is true for a stationary charge. A next question can be how
fast the test charge can move/oscillate while still being effectively shielded by
the plasma. This oscillation frequency is called the plasma frequency f, (with
angular frequency w, = 27 f,). Electrons are the lightest particles in the plasma
and as a result of their low inertia they can react the fastest to changes such as
the moving electric field of an oscillating charge. It is only when the electrons
can no longer follow the movements of a test charge that their shielding is not
effective anymore. This happens when the electron plasma frequency is reached,
which for a plasma with density n is given by:

e’n
. = 2.6
Wp o (2.6)

When a test charge oscillates faster than w,. it will no longer be shielded and
then it can be observed from outside the plasma. Or more generally: the plasma
does not have a screening effect on electric fields which oscillate faster than wy..
This also means that waves with frequency f > f, can pass through the plasma,
while waves with a frequency f < f, will be shielded, in other words reflected, by
it.

2.1.3 Dispersion Relations

E |
k/
>3 B,
/I //O E
/"Bo R : k
ﬁ ’
) RS ’
k ’
xXE X S AR @ ]
N mpe- . ’ \ Bg E
y B0 %)C#L P
]1 1 k.
~ E k Q)LH _______________ / o
k k
(a) cold, unmagnetized plasma (b) cold, magnetized plasma for k L B

Figure 2.2: Dispersion relationships in plasma. A straight line w = ck (vacuum
propagation) is drawn for comparison, the dashed line with the red dot is the
O-mode, in the grey circles the polarization corresponding to different dispersion
relations is given [5| (courtesy of U. Stroth).
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The way electromagnetic waves behave and interact with the plasma depends
on a lot of aspects: hot plasmas behave different from cold ones, collisional dif-
ferent from non-collisional, unmagnetized different from magnetized and for the
latter the wave even behaves different depending on its propagation direction
relative to the background magnetic field. A wave is normally defined by its
frequency f or its wavelength A, here this will be expanded with a dispersion re-
lation. Note that the frequency f, the angular frequency w and associated period
T are always linked one on one and therefore interchangeable, and the same is
true for the wavelength A and wave number k:

2
w=2rf= % (2.7a)
2m
k=— 2.7b
” (2.7h)

These properties can be linked with each other through the dispersion relation-
ship:
w=w(k) (2.8)

and through the phase and group velocities vphase and Vgroup:

k
Uphase = w[g{; ) (29&)
Ow(k
Vgroup = 851' ) (29b)

Another important quantity is the refractive index N:

k
N=— =" (2.10)
Uphase w

which is 1 in vacuum.

Depending on the function describing the dependency of the wavelength on
the frequency (Eq. 2.8), the behaviour of the waves changes. In Figure 2.2 the
dispersion relations for a cold unmagnetized (a) and magnetized (b) plasma with
k L B are presented. It can be seen that there are a lot of different possibilities
for waves to exist in a magnetized plasma, each of them with a different w(k).
Only waves which have the correct combination of w, £ and polarization so that
they lie on one of the lines in the figure can exist in the plasma.

The dotted line with red accent is present in both figures and is called the
ordinary mode (O-mode) as opposed to the other curves displayed which are
named X-modes or extraordinary modes. Along the magnetic fieldlines, particles
in a plasma behave the same as if there was no magnetic field, thus, when a wave
is linearly polarized is in this direction, the behaviour of the magnetized plasma is
no different than in a non-magnetized plasma. This is the reason that the dotted
line is identical for both unmagnetized and magnetized plasma and it explains
its ‘ordinarity’. The O-mode has the following dispersion relation and refractive
index:
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w? =k + w2, (2.11)
2
w
N*=1- wp; (2.12)

Given O-mode polarized radiation with frequency w, the refractive index N? = 0
when wy(n.) = w. The density n. for which this happens (Eq. 2.6) is called the
cut-off density for w. From Equation 2.12, it can be seen that for any density
higher than the cut-off density, the refraction index becomes imaginary, and the
wave can no longer propagate. The approach can also be reversed: given a fixed
plasma density n., O-mode polarized radiation can only propagate through it if
w > wWpe(ne). In Figure 2.2 (where the dispersion relation is drawn for a fixed wy.)
this can be seen: for w > wy, the O-mode dispersion relationship exists so waves
can propagate, for w < wy, this is not the case and waves are reflected instead.
This agrees with what was seen in Section 2.1.2.

2.2 Microwave Components and Technology

2.2.1 Maxwell Equations

As PPR is based on on the propagation of electromagnetic radiation, it is
convenient to use electric and magnetic fields instead of current and potential
to describe electromagnetic behaviour. Therefore, Maxwell’s equations are used
to model the different components of the PPR. With E the electric field, B the
magnetic field, D the displacement field, H the magnetizing field and the source
terms jthe electric current density, and p the electric charge density, the Maxwell
equations become:

. . 9B

E=-— 2.13
V x 5 (2.13a)
. - 9D -

H=""+] 2.13b
V X 5 (2.13b)
V-D=p (2.13c)
V-B=0 (2.13d)

Depending on the boundary values set by the problem, different solutions,
so-called eigenmodes, for the Maxwell equations are found.

An important solution of the Maxwell equations is the plane wave. It takes
the following form for a wave with frequency w and wavenumber k propagating
through vacuum in the z-direction with electric field component E, and magnetic
field component H, orthogonal on each other:

E, el (wit=hk2) (2.14)

H, =

=F-
E,
i 2.1
5 (215)
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with wave impedance Z, = , /£

€0
To characterize the power density of the wave, the Pointing vector S is introduced.
The vector points in the direction of the power propagation and its amplitude
equals the power:

S =Re(E x H*) (2.16)
g EP
s=181="% (2.17)

2.2.2 Plasma Positioning Reflector Circuit
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Figure 2.3: Schematic of a plasma reflectometer with heterodyne detection. By
replacing the part right of the dotted line by the circuit in the dotted box, the
bi-static setup becomes mono-static.

In Figure 2.3, a schematic representation of a plasma reflectometer with het-
erodyne detection [12] is given. By replacing the right part of the circuit by the
circuit in the dotted box, the bi-static setup (meaning it uses separate antennas
for emitter and receiver) becomes mono-static. The input given to the system is
a required frequency sweep that is to be performed. In case of the PPR system
for ITER, this would be a sweep from 15 GHz to 75 GHz. For the system that
is considered in this thesis the range is limited to 30 GHz to 60 GHz. As will be
explained in Section 2.3, this swept input will result in reflections on the density
cut-off layers corresponding with the plasma frequencies of the input range. This
system is called a Frequency-Modulated Continuous Wave (FM-CW) radar. The
components that are used in this system and Figure 2.3 are [13]:

1. DRIVER: Wave generators that produce a stable frequency f’ so that the
probing frequency f is a multiple of f’: f' = f/N

2. PPL: A Phase-Locked Loop provides feedback to the drivers so that the
drivers always have the same phase.
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3. Frequency multiplier: Multiplies the driver frequency to the probing
frequency f = f' x N.

4. Coax-waveguide adapter: Transition between coax-line and waveguide
transmission line.

5. Waveguide (thick line): Low-loss transmission line for the high-frequency
signal. Detailed description in Section 2.2.2.1.

6. Taper: Transition between two waveguide sections. Detailed description
in Section 2.2.2.2.

7. Isolator (box with arrow): Waveguide component which allows power to
flow through in a single direction only. Power flowing in the opposite direc-
tion is dissipated.

8. Circulator (circle with arrow): In the mono-static circuit, a circulator
is used to separate the transmission and receiver circuits. Circulators are
waveguide components with three ports (a), (b), (c¢). Power coming from
port (a) will be leaving through port (b), power coming from port (b) leaves
through port (c) and power coming from port (c) leaves through port (a).

9. Antenna: Transition between transmission line and free-space radiation.
Detailed description in Section 2.2.2.3.

10. MIXER: Shifts the returning frequency to a lower intermediate frequency
(I.F.) by mixing it with the second driver signal.

11. I.Q. DET: In-phase/Quadrature detection in which the phase-locked loop
signal is used as reference with which the LF. signal is compared. From
this the real (in-phase) and imaginary (quadrature) part of the returning
signal can be found. Without I.Q). detection, only the real part of the signal
would be known with no means to obtain phase and amplitude separately.

2.2.2.1 Waveguides

To make a correct interpretation of any measurement, it is necessary to have
a sufficiently high signal-to-noise ratio. Therefore, noise levels and signal losses
need to be kept as low as possible. Because the distance between the tokamak,
where the antennas are located, and the place where the signals are generated
and processed will be around 100 m in ITER, low loss transmission lines are
required for the PPR. Waveguides, having lower losses than coax-cables, can be
used for this. Unlike coax-cables, waveguides have no dielectric component, this is
another advantage since dielectrics are less resistant to the tokamak environment
than metals.

Waveguides are hollow, metallic transmission lines that come in various shapes.
Common are rectangular and cylindrical waveguides, either with smooth or corru-
gated walls [22]|. Each of these imposes different boundary conditions to Maxwell’s
equations, resulting in different eigenmodes which can propagate in the waveg-
uide. It depends on the dimensions of the waveguide, whether or not a certain
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Table 2.2: Cut-off frequencies in a smooth-wall cylindrical waveguide with D =
8mm. Two modes can propagate for the whole bandwidth of 30 to 60 GHz, four
more modes can propagate for the part of the bandwidth with f > f..

mode TE11 TM01 TE21 TE01 TM11 TE31 TM21 TE41
fe(GHz) | 21.96 28.69 36.43 45.71 45.71 50.11 | 61.26 63.43

frequency is able to travel through it. The dimensions set a lower frequency
limit for each eigenmode. The eigenmode which has the lowest frequency limit
is called the fundamental mode. This means that a waveguide is only usable for
frequencies f > f. with f. the cut-off frequency of the fundamental mode.

In waveguides with smooth walls, the modes which can propagate are the TE
and TM modes, standing for transversal electrical respectively transversal mag-
netic fields (with respect to the propagation direction). This opposed to the TEM
modes, which have transversal electrical and magnetic fields, like the plane wave
which was introduced before, and which propagate in free space. In corrugated
waveguides the eigenmodes are hybrid modes HE which are superpositions of TE
and TM modes. Modes are characterized by two indices. A TE,,, in a rectangu-
lar waveguide with cross-section in the (z,y)-plane is a mode with a transversal
electric field with m extrema in the electric field in the x-direction and n extrema
in the y-direction. The interpretations in cylindrical waveguides is analogous but
now in the (7,¢)-plane, with indices standing for the number of radial and angular
maxima instead.

TFE,,,- and T'M,,,- eigenmodes in a smooth-walled cylindrical waveguide with
radius a have the following cut-off frequency:

T™ ijn
= - 2.18
TE Cj7/nn
— Jmn 2.18b
fC 27Ta ( )

With j,,, the n't zero of the m'™ Bessel-function and j/ = the n'" zero of the first
derivative of the m™ Bessel-function. The cylindrical waveguide with diameter
D = 8mm that will be used in Chapter 5 and Chapter 6 can be used as an
example. This waveguide is used in frequency range 30 to 60 GHz. The cut-off
frequencies for the modes with the lowest f. are given in Table 2.2. It is seen that
for this type of waveguide TE;; is the fundamental mode and that apart from
this mode also TMy; can propagate for this bandwidth. The modes TEqy;, TEqq,
TM;; and TE3; can propagate for part of the bandwidth.

A smooth-walled rectangular waveguide with dimensions a, b (a > b) has
fundamental mode TEq. The cut-off frequency of this mode is:

fo=~

= (2.19)

2.2.2.2 Tapers

In Table 2.2 it is seen that multiple modes can propagate in the waveguide
used for PPR, especially for the high end of the bandwidth. When a perfect
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TE1; mode is launched in a perfect version of this waveguide, only this mode
will propagate, however, when the waveguide is fed from a coax-cable or from a
previous waveguide with a different shape the transition to the used waveguide
can introduce higher-order modes that have f. < f. Another unwanted effect
are power reflections at the transition. To reduce both power reflections and
higher-order modes, tapered waveguide sections can be used when a transition
between waveguides is made. The tapered section changes the dimension of the
waveguide gradually, which can be thought of as providing a smoother transition
of the boundary conditions of the Maxwell equations, lowering the high-order
mode fractions and power reflections.

2.2.2.3 Antennas

Antennas provide a transition from electromagnetic fields propagating through
a transmission line to free space (emitter) and vice versa (receiver). The antennas
used in this work are horn antennas, an example is depicted in Figure 2.4a.
Horn antennas use a waveguide as incoming transmission line and typically have
a diverging horn, although more exotic shapes are possible as well. It is also
possible to use an open-ended waveguide (without diverging section) as antenna.
Just like tapers, antennas aim to make a good transition between two sets of
boundary conditions of the Maxwell equations so that a high mode purity of the
wanted TEM-mode is obtained.

It will be seen in Chapter 4 that the width of the radiated beam is crucial for
the performance of a PPR antenna: a too narrow beam has the risk of not being
reflected towards the receiver, a too wide beam has the risk of not reflecting
powerful enough signals to the receiver. Whatever the plasma conditions, the
signals received by the receiver antenna should be higher than a noise threshold
to enable an accurate position reconstruction. Several horn antennas are to be
tested to assess their performance. For this, analytical descriptions of the electric
fields of these antennas are necessary. TEM modes, also called Gaussian modes,
are the non-planar free-space propagating solutions of the Maxwell equations and
analytical formulas of their radiated fields exist, so that antennas launching these
modes can be easily modelled and their performance tested.

Gaussian Beams

The electric field of a fundamental Gaussian beam with wavelength A takes the
following form for a wave propagating in the z-direction in cylindrical coordinates
[23]:

2 —r? jmr?

E(r,z) = (—)0'5 exp [F — jkz — R

Tw?

+ jdo (2.20)

with w the beam radius, R the radius of curvature and ¢, the Gaussian beam
phase shift at the given (r,z) coordinates, which are defined by the following
formulas and graphically defined and illustrated together with the Gaussian beam
propagation in Figure 2.4b.
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Figure 2.4: (a) typical horn antenna fed by a rectangular waveguide, (b) prop-
agation of fundamental Gaussian beam, illustrating the definitions of radius of

curvature R, beam radius w and equiphase surfaces, also known as phase fronts
[23].

1 /w2y
R=z+- (%) (2.21a)
A\ ) 0.5
z
w=w|l+|—5 (2.21b)
<7rw(2]) ]
tan go = % (2.21c)

0

with wy the beam waist, which is the beam radius at the position where the
beam is the most narrow. Using these formulas it suffices to know the location
and size of the beam waist wy and the frequency f of the beam (corresponding
to A) to fully characterize the electrical field.

From Equation 2.20 it is clear that the beam radius w is the value of the
radius at which the field falls to 1/e relative to its on-axis value. This makes it
a good measure for the divergence of the beam as can be seen in Figure 2.4b.
Another useful quantity that can be defined is the confocal distance z.:

2
TW

= — 2.22
=2 (222)
The confocal distance can for example be used to rewrite Equations 2.21.

Also higher-order Gaussian modes, called Gauss-Laguerre modes in cylindrical
coordinates, exist. The electric field of the cylindrical symmetric modes TEM,
can be described using the ordinary Laguerre polynomials L, [23]:

Balr2) = () Lo (2 exp [ — iz = L 4 jop + D] (223)
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Figure 2.5: H-plane radiation pattern of horn with rectangular aperture. Apart
from the central main lobe, several sidelobes are present.

Antenna Characteristics

Several antenna characteristics will be of importance in this work [24]:

1.

Reciprocity: Passive, linear antennas, such as those used in a PPR circuit,
have the same characteristics when they are used as emitter and as receiver.

. Radiation diagram: Also called radiation pattern or antenna diagram,

the radiation diagram is a 3D plot on which the radiated power density S
is given as function of the radiation direction. Normally 2D section cuts
are drawn in different directions and for different polarizations. Because
of symmetry, a few of these 2D diagrams often suffice to characterize the
antenna. Figure 2.5 gives an example of a 2D radiation diagram for a horn
with rectangular aperture.

Main and side lobes: On Figure 2.5, multiple lobes in which the power is
radiated are visible: centrally a large main lobe exists, which radiates most
of the power in the wanted direction. However, a lot of sidelobes, radiating
in different directions, are present. For an emitter, the side lobes cause
power losses. For a receiver, it will be impossible to determine whether
received power came from the direction of the main lobe or from the side
lobe.

Co- & cross-polarization: An antenna will be made such that the main
part (ideally 100 %) of its power is polarized so that it is useful for the
application. Any radiation with different polarization will lead to unwanted
behaviour of the antenna and power losses. Radiation with the correct
polarization is co-polarized, other radiation is cross-polarized.

. Directivity & Gain: Directivity D is a measure of the maximum power

density relative to the uniform power density of an isotropic source Sjg, in
dB scale. Gain is defined as the directivity multiplied by the electronic
efficiency.

max(S)

(2.24)
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Decibel scales are common in radio frequency engineering. Conversion be-
tween this scale and linear scale happens by:

Siap) = 1010g;g Shiinear] (2.25)

When combined with Equation 2.16, dB-scales can also be used for electric fields
directly (then the factor 10 in the above formula needs to be replaced by 20).

Far-Field

In function of the distance from an antenna with characteristic size D (for an
aperture antenna D is the largest aperture dimension), three regions can be dis-
tinguished. In the reactive near-field region (r < Ry = 0.624/D3/)), the reactive
field dominates. The radiating near-field or Fresnel region (R; < r < Rs) is the
region in which the radiation fields predominate but the angular field distribution
(radiation diagram) is dependent on the distance from the antenna. The third
region is the far-field region or Fraunhofer region (r > Ry), in which the radiation
fields are dominant and the angular field distribution is quasi independent of the
distance from the antenna.

There are multiple criteria on where the far-field starts |24, 25]:

D2
Ry = 5D (2.26b)
Ry = 1.6\ (2.26¢)

In general the most strict criterion (largest Ry) can be used as a safe starting
point of the Fraunhofer far field.

2.3 Plasma Positioning Reflectometry

2.3.1 O-mode Reflectometry

The considered PPR uses O-mode reflectometry. The radiation sent by the
emitter has to be polarized as the O-mode branch displayed on Figure 2.2b (dot-
ted line). Therefore polarization parallel to the magnetic field is needed. The
magnetic field in a tokamak is approximately in the toroidal direction (Section
1.3), so the polarization should be in the toroidal direction as well'. The plasma
positioning antenna can be placed anywhere around a poloidal cross-section to
probe the distance from that point to the plasma. To get a full reconstruction
of the plasma position, the plasma needs to be probed from all sides, so a full
PPR consists of multiple circuits as in Figure 2.3. For ITER the plasma will be
probed from four different poloidal locations [26]. Two of these positions, gap 4
and gap 6, contain in-vessel antennas such as those studied in this thesis.

From the plasma density profile (Eq. 2.2) and the O-mode dispersion relation
(Eq. 2.11), Figure 2.6 can be constructed. The quadratic plasma density profile is

!The actual magnetic fieldlines are helical, not cylindrical and have a small offset opposed
to the toroidal direction, this is not taken into account here.
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Figure 2.6: Plasma density profile and dispersion relations at different locations.
The dotted purple line at frequency w = u corresponds with the wave entering
the plasma from the right. As long as the O-mode dispersion exists at this
frequency (wpe(n(r)) < u) the wave propagates, as soon as wpe(n(r)) > u the
wave is reflected on the cut-off density layer n(r.) = n..

given, together with the O-mode dispersion relation at different radial locations
corresponding to different densities. On the figure, dispersion relation (a) at
n(r > a) = 0 corresponds to vacuum propagation: w = ck. As soon as n(r <
a) # 0, the intersection of the dispersion relation with the k£ = 0 axis is no longer
zero (w(k =0) = wpe = ,/:j—m”e # 0). This value keeps rising through dispersion
relations (b), (¢), (d) until (e) where maximum density ng and correspondingly the
maximum wy, is reached. The asymptotic behaviour of all dispersion relationships
for high k is w = ke, so that very high frequency waves propagate through the
plasma as in vacuum. The dotted purple line at frequency w = u in the dispersion
diagrams corresponds with the drawn wave entering the plasma from the right.
In the dispersion diagrams (a) and (b) this wave is situated at the intersections of
the dotted line with the O-mode dispersion. In diagram (c) the plasma frequency
equals u, meaning that the wave gets reflected at this density and radial position,
as is illustrated in Figure 2.6.

In plasma positioning reflectometry, waves at various frequencies u are used,
reflecting at different depths of the plasma. For this thesis, the octave 30 GHz to
60 GHz corresponding with cut-off densities between 1.164 - 10 m~3 and 4.465 -
10* m=3 will be used, although ITER plans to use a 15 to 75 GHz range [11]. By
reducing the bandwidth, the making of a frequency-independent antenna which
has good performance in this application, independent of the frequency or amount
of turbulence, becomes easier. For a plasma with central density ny = 102°m=3
and the main density profile described by Equation 2.2, using 30 GHz to 60 GHz
means that the plasma between r = 0.94a and r = 0.74a is observed. For



2.3 Plasma Positioning Reflectometry 23

plasma positioning it is sufficient to observe the outer layers of the plasma and
make an estimate of the complete position of the plasma based on this. To get
an accurate reconstruction it is necessary to observe the plasma beginning from
the very side r = a. This is not possible with an O-mode reflectometer, as
probing a density close to zero would require a frequency close to zero, which
is technically impossible. In ASDEX Upgrade, this is done with an additional
X-mode reflectometer working in frequency range 33 — 75 GHz, which probes the
plasma from n(a) =0 [13].

2.3.2 Plasma Position Reconstruction

To be able to interpret the PPR signals, the time of flight t,r (the time be-
tween sending and receiving a signal of a certain frequency) needs to be extracted
from the signals. From the measured phase difference ¢ between the send and
the received signal (which is retrieved through 1.QQ. detection) it is possible to
calculate tr.p, if the measurement is done for a swept frequency range so that
o(f) is known [12]:

b 1 do¢
ToF — %@

When the plasma moves relative to the vacuum vessel in which the antenna
is mounted, this results in a change in distance d between the edge of the plasma
and the antenna aperture. This has a change in the ToF as consequence. To
determine the distance d at different sides of the plasma corresponds with the
most basic definition of locating the plasma in the vacuum vessel. Under the
assumptions of a perfect quadratic density profile (Eq. 2.2) and a exactly known
value for a and ng, the measured time of flight t1,r between sending and receiving
the PPR signal can be used for obtaining d. The probing frequency f. is known,
and through the definition of plasma frequency (Eq. 2.6), the cut-off density n.
on which the wave reflects is known. With the density profile, also the position of
this layer r. can be calculated. From these quantities it is possible to calculate the
total time between a wave with fixed frequency w entering and the wave leaving
the plasma (using Eqgs. 2.9b, 2.11). With w,. a function of r, this becomes:

(2.27)

Vgroup = ok
CL)2
— pe
=c4/1— 2
n(r)e?
= 1-— 2.28
‘ w2egme (2.28)
=redr
tToF, plasma — 2/ ?}—(’I") (229)
r=aq group

The remaining time

tToF, vacuum — tToF - tToF, plasma (230)
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results from the propagation in vacuum between antenna and plasma. Assuming
that the distance emitter-plasma and plasma-receiver are the same, d is found:

c
d 2tTOF, vacuum (231)

This is only correct for a perfect plasma as described by the assumptions.

In reality the plasma density is not perfectly known, but has (possibly large)
turbulence dn and in addition the plasma shape and central density are possibly
not known (such that ny and a are not fixed). This means that contrary to the
previous assumption, 7. is not known in advance and has to be determined using

PPR.
To determine 7., an Abel inversion is used [12]:

1)=& [ et 232
Te\Je) = — clUToF e .
™ Jo VIE= T
With r. and the corresponding (known) n., a density profile reconstruction can
be made. Equations 2.27 and 2.32 show the need for frequency-swept density
measurements to start at f = 0. It is of course not reasonable to use a continuous
range of frequencies, instead measurements are often done at 2000 frequencies in a
range (which for the 30 to 60 GHz band would correspond with steps of 15 MHz).

2.3.3 Blanket-Equipped Tokamaks

In a blanket-equipped tokamak, the PPR antennas have to be positioned in
the space between two blanket modules which surround the plasma. Two prob-
lems have been identified here. The first is that the metallic blankets function
as an elongation of the antenna, so that the actual antenna is the combination
of antenna and blankets, leading to different characteristics. For some frequen-
cies this effect alone is sufficient to prevent the PPR system from working in the
allowed 1 cm error margin [11]. A second, closely related effect comes from the
interplay of the blanket structures and the turbulent plasma, resulting in multi-
reflections which can deflect the main lobe away from the antenna axis so that
the power does not return to the receiver or does return but heavily perturbed
[15, 27]. The multi-reflection effects can be seen? in Figure 2.7 which shows dif-
ferent scenarios of the plasma edge region probed by PPR waves. In the figure
density lines in the plasma are shown (the plasma center has n(0,0) = 102 m—3).
The probing rays at f = 30 GHz are reflected in the same region, but depending
on the turbulence, their path changes. As a result, they sometimes return to the
receiving antenna without any spurious effects (a), with parasitic reflections (b)
or with parasitic reflections causing a path which passes multiple times through
the plasma (c). Each parasitic reflection on the metallic walls causes an addi-
tional 180° phase shift. Apart from this, each passage through the plasma results
in an additional phase shift. These multi-reflections make it impossible to ob-
tain a correct t,r so that Eq. 2.32 cannot be used to get a plasma density profile.

2A definition of the radiation pattern SINC14 used in Figure 2.7 is given in Eq. 3.16, a
definition of turbulence levels is given in Section 3.4.1.
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(c) 10 % turbulence: rays passing through the plasma twice before being received.

Figure 2.7: R2P2 (see Chapter 3) simulation results showing multi-reflection
effects. A set of rays (red) is launched from the antenna (pink, aperture at
x = 2.20m), when they return to the receiver rays are bright red. The turbulent
plasma (density contours given in 10! m~3) and reflective blanket modules (grey)
create multi-reflection effects. For all simulations the radiation pattern SINC14
at 30 GHz (associated with a cut-off density n. = 1.12- 10 m™?) is used.

Although the Abel inversion cannot be used, it might be possible to use more
modern plasma position reconstruction methods. Already for the PPR system in
ASDEX Upgrade (which does not suffer from the described blanket effects, since
no blankets are present) the computationally intensive Abel inversion is not done
but replaced by a neural network to make real-time feedback possible [16]. For
a different application, similar database methods are being investigated [17] to
help with difficult plasma reconstructions. In these methods full-wave simulations
(field simulations which model the complete plasma and environment) are used
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to train a model which can perform the reconstructions. When using such a
technique for PPR for ITER, the model should be able to recognize signature
signals from certain effects (such as those in Fig. 2.7) and make a reconstruction
taking into account how these effects influence the received signals.

Unfortunately, the complexity of the given PPR problem is vast. Turbulence
is inherently unpredictable, so for a given type and amount of turbulence there
are many different outcomes of the multi-reflections effects. Additionally there
exist multiple types of turbulence, causing again many different possible results.
Also, the radiation diagram of the ITER PPR antennas changes depending on
frequency [19], and for different radiation diagrams, the turbulence can have dif-
ferent effects [28]. This causes a convolution of the spatial correlation of the
turbulence with the effects of the changing radiation pattern, complicating the
plasma position reconstruction even further. Each of these factors: turbulent
randomness, turbulence type, turbulence level, and antenna pattern cause a mul-
tiplication in possible tendencies which the model should identify and handle
properly. It is feared [18] that the sheer amount of tendencies to identify will
be too big, so that real-time feedback for the position control system, even with
these modern methods, won’t be possible.

There are only few possibilities to solve this problem. The ITER blankets and the
first wall encounter very high heat loads and their shape and position needs to be
as they are for thermal protection. For future devices, a re-design of the blanket
shapes, reducing the multi-reflections might be possible [15, 27|. The other pos-
sibility is to try to reduce the computational effort of the reconstruction, so that
a neural network/database reconstruction method is possible after all. As most
of the complexity of the problem comes from turbulence, the only aspect which
can be fully controlled is the antenna diagram. The studies that have been made
on antenna optimization for the ITER PPR system always considered the use of
pyramidal horn antennas [19, 29|, and aimed at optimizing the antenna coupling
to maximize the receiver power, but did not attempt any optimization regarding
the shape of the radiation pattern.

In the next chapters will be looked at if and how changes to the antennas
can be made such that antenna behaviour is less frequency dependent and the
performance of the antenna for the PPR application is still good. If it is possible
to find such an antenna, the number of tendencies which the future model needs
to identify can be lowered drastically, and the models speed and performance can
be increased. This work is preliminary to the actual design of such a model, as it
is assumed, based on the results of the same approach in different reflectometry
fields, that without reducing the complexity of the problem, the neural network
or database approach will not be successful.



Chapter 3

R2P2: a Ray Tracing Reflectometry
for Plasma Positioning Code

R2P2 stands for Ray tracing Reflectometry for Plasma Positioning. It is a 2
dimensional simulation code, which simulates an antenna (defined by its radiation
pattern), turbulent plasma and metallic surroundings such as blankets. The code
was developed in this study in order to investigate the multi-reflection effects that
occur when a plasma positioning reflectometer (PPR) is used in blanket-equipped
tokamaks and to assess the influence of the antenna choice on these effects as well
as the overall performance of different antennas for this application. In the pre-
vious chapter, Figure 2.7 showed results of three R2P2 simulations. Apart from
single simulations, the code can be run multiple times for a given set of parame-
ters, each time with a different turbulence phase matrix, so that an ensemble is
obtained from which statistically significant results about the behaviour of the
antenna can be derived. In this chapter, the R2P2 description for a single sim-
ulation will be developed. The statistical post-processing methods that transfer
the simulation results to interpretable data and figures will be discussed in Chap-
ter 4, as the results of the R2P2 simulations done for this research are being
presented. The R2P2 code considers only forward scattering, meaning that long
spatial variation of the turbulence is assumed compared to the local wavelength.
The ray tracing technique will first be introduced. A second section discusses the
assumptions and limitations of the code. Consequently the modelling of the dif-
ferent parts of the code will be explained. Finally, pseudocode of the main code is
given and some techniques used to minimize computational complexity are listed.

Note: The coordinate system defined in Figure 2.1 is kept. This means that for
all R2P2 simulations and images shown, (z, z) defines the poloidal plane which is
represented in the plane of the page, and y is in toroidal direction, pointing in the
plane of the page. z is the horizontal coordinate and z the vertical coordinate.
Note: For variables f which are ray dependent, the following indices will be used:

;;, fll) or fzﬁ”” in which p represents the propagation step/state number (starting
at p = 0 at initialization), ¢ represents the ray number and [ stands for the lobe
number. The central lobe has [ = 0, primary sidelobes +1, etc.

27
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3.1 Ray Tracing versus Full-Wave

R2P2 is a ray tracing code, which uses rays to represent the electromagnetic
radiation, unlike full-wave (FW) codes, which simulate the complete field evolu-
tion in space or space and time. Each ray travels a straight path in vacuum until
it meets an object with which it interacts, causing the ray to reflect, diffract,

. after which it continues propagating. Phase coherency between neighbouring
rays and beam divergence are not taken into account. Ray tracing is a well-
developed technique, used in a number of different fields [30] such as CGI for
movies or video-gaming, where it is provides realistic real-time imaging for ever-
moving characters. Also for mapping radio communication [31] and for plasma
reflectometry [32], ray tracing is often used. Ray tracing is the technique par ex-
cellence to obtain fast results for a given situation, opposed to FW simulations,
which are more time-consuming but give generally more accurate results.

Chaudhury and Chaturvedi compared full-wave and ray-tracing methods [32]
and found that for a cold, collisional, unmagnetized plasma, ray tracing gives
accurate results if the density gradient length L of the plasma is long compared
to the free-space wavelength \q of the rays. A formula for the density gradient
length L will be given in Equation 3.9, evaluating the condition shows it is satisfied
on the whole frequency range:

A
L~00lm > 2—“ ~ 0.0016 m for 30 GHz (3.1a)
m
A
L~06m> 2—0 ~ 0.0008 m for 60 GHz (3.1b)
m

The study also points out that FW codes (however accurate they can describe
refraction and absorption effects), are computationally expensive, especially for
parametric studies, as will be done with R2P2, and that in this cases ray tracing
is the advised method. This justifies the use of ray tracing.

Apart from the computation time, the ray tracing code has the advantage
that each received ray has a completely known trajectory. This knowledge can
be used to obtain insight in what part of an antenna diagram is responsible for
certain effects, as can be seen in Figure 2.7. This type of information is not
present in the full-wave output. A disadvantage is that ray tracing codes process
only a single frequency at once, whereas FW codes can return resulting fields for
multiple frequencies in a single simulation, making it possible for FW codes to
use realistic signal processing to extract the plasma position using Eqgs. 2.27 and
2.32 (frequencies can be close to each other, resembling a continuous frequency
scan). Adding more frequencies to a time-domain FW code does not make the
calculation more time-consuming. To obtain a high enough resolution to apply
the Abel inversion (Eq. 2.32) to reconstruct the plasma position with a ray
tracing code, the total amount of runs would be very high and the total time
for this would possibly be bigger than of a single run of a full-wave code. For
this reason, O-mode ray tracing codes are not suited for investigating position
reconstructions.

The output of the R2P2 code does suffice to get a fast impression of the
power that the antenna receives at different times and in combination with the
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additional information about the rays trajectories, it is possible to use the code
to investigate different antenna diagrams and improve them (whilst making sure
that the input fields remain self-consistent regarding electromagnetism) for the
application. Of course ray tracing codes which are able to do this might already
exist, however these might be not as flexible towards the choice of input antenna
diagram and they might not be as fast as a code specifically developed for this
application. Also there is no guarantee that the constraints imposed by the
surroundings (the presence of metallic objects in the vicinity of the launcher,
the possibility to interact with the reflectometer, ...) can be easily satisfied with
existing codes. These are sufficient reasons to build R2P2, a new ray tracing
code specifically for the application of investigating antenna diagrams for PPR
in blanket-equipped tokamaks.

3.2 R2P2 Layout

The content of the R2P2 code is represented in the flowchart in Figure 3.1.
First R2P2 reads the settings regarding antenna diagram, used frequency, tur-
bulence model and the geometry of the environment. After this, a turbulence
(phase) matrix is generated for the simulation, guaranteeing a unique turbulent
plasma for each simulation. R2P2 launches multiple rays for each lobe of the an-
tenna diagram. Each ray undergoes a trajectory defined by the actual ray tracing.
This process is given in the flowchart in Figure 3.2. The ray starts with a vacuum
propagation in a straight line in its propagation direction. After some distance
it will encounter an object, which can be a reflective blanket (causing a specular
reflection), the plasma (in which the ray propagates and gets reflected at the cut-
off layer), the (receiver) antenna aperture, or the domain edge (which ends the
calculation). Depending on the object, a different function in the code handles
the effect. The ray tracing in the plasma happens with a numerical solver, but
all other effects are described analytically, making the code run faster than when
a numerical solver would be used on the whole domain. When all rays have run
through this process until the ‘finish’ block of Figure 3.2, R2P2 checks if there
are areas in which more rays need to be launched to make sure that the spatial
resolution is high enough to guarantee correct interpretation. The additional rays
also run through the Figure 3.2 flowchart. After this, the received rays and the
generated turbulence matrix are stored for post-processing.

The code is run 400 times with the same parameters. Since a random tur-
bulence phase matrix is generated for each iteration, the results of the 400 sim-
ulations form an ensemble that can be used to draw conclusions on the average
behaviour of the antenna for these settings.

|

Generate
Read )
) turbulence [—» Launchrays | Ray Tracing
settings N
matrix

Figure 3.1: Flowchart of the main R2P2 code.

Spatial
resolution OK?
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List all objects in * Ray tracing in Is FEO
propagation direction plasma plasma?
v
Determine first YES Is FEO
encountered object Reflection blanket?
(FEQ) )
v
Is FEO
Vacuum propagate Store as antenna
until FEO collected 5
aperture?’

Figure 3.2: Flowchart of the ray tracing for a single ray. If the FEO (= first
encountered object) is neither plasma, blanket, nor antenna aperture, the en-
countered object is the domain edge, causing a direct finish.

3.3 R2P2 Assumptions and Limitations

Apart from the inherent assumptions and limitations of a ray tracing code,
which were discussed in Section 3.1, R2P2 has several other assumptions and
corresponding limitations.

In R2P2 rays are assumed to be launched in O-mode polarization and it is
assumed that the polarization does not change during the ray trajectory. This
means that inside the plasma only the O-mode polarization dispersion relation is
modelled.

The used ray tracing equations for ray tracing in a plasma [33] are based on
a WKB approximation which is only valid when the density gradient length L is
large compared with the probing wave wavelength. This condition was already
verified in Eq. 3.1. The condition holds an important limitation of the code;
when lower frequencies or steeper density profiles are used, the condition should
be re-evaluated.

The wave numbers of turbulence density fluctuations in R2P2 are chosen to
only include forward scattering of micro-instabilities in the range of 50 rad/m <
kaue < 2K%°CH2 = 1747vad/m (Section 3.4.1). This means that neither MHD
effects (such as magnetic islands and tearing modes), corresponding with larger
structures, nor Bragg backscattering, corresponding with smaller structures, are
considered. Forward scattering occurs when broad fluctuations in the plasma
cause deformations in the density profile and influence the reflections by the
changes introduced in n(z,z). Bragg backscattering occurs when an incoming
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wave with k(z, z) and a plasma fluctuation kg, are resonant such that the Bragg
selection rule kg,. = 2k(z, 2) is satisfied. The latter is accepted to be dominant
in small and midsize devices with low turbulence levels, but in larger devices such
as ITER, in which the turbulence conditions are different and turbulence levels
can be high, forward scattering is expected to have major effects on spreading the
probing beam [34]. It is this spreading of the beam that gives lead to the multi-
reflections that R2P2 wants to study. This makes it a logical choice to implement
a forward scattering plasma solver and turbulence model in R2P2. Since forward
scattering uses a WKB framework, it is described well by a ray tracing code. It
is possible to extend the code to also describe other scales of density fluctuations
and the associated phenomena. For the Bragg backscattering this would require
an associated Monte Carlo procedure.

It is assumed that the blankets surrounding the antenna act as perfect mirrors
and cause specular reflections of the rays. This is only correct up to a certain
point, as in reality the blankets act as elongation of the antenna, introducing
possibly large changes in the radiation diagram [11].

Furthermore the radiation diagram is taken to be the far-field diagram at the
antenna aperture. The reason for this is that the near-field region is located far
away from the plasma and can be seen as a passive transition layer, playing no role
in the measurements associated with the probing signal. A specific approximation
(Section 3.4.2.2) is used to launch the rays using the far-field radiation diagram
in a more appropriate way for simulations which are partly in the near-field, as
is the case here.

The plasma is considered stationary, which is justified because the timescale
of the simulation is a lot smaller than the smallest timescale for changes in the
described plasma density fluctuations. In addition to this, the vacuum outside of
the plasma is considered perfect.

For the moment, the code works with ITER-like plasma parameters as given in
Table 2.1 and with an ITER-like PPR configuration for blanket sizes and antenna
position, as given in Figure 3.3. The quantities d (the distance from the aperture
to the plasma edge), h (the blanket interspace), and D (the antenna aperture
size) can be chosen as parameters in the code. Choosing for ITER, rather than
for DEMO parameters, makes sure that there are a lot of other studies available
on different aspects of the PPR system. This means that more information is
available on the problems encountered and comparison with other results is eas-
ier. However, by changing the parameters, R2P2 could easily be used for DEMO
PPR simulations.

3.4 R2P2 Description

In this section, the procedures used for the main R2P2 code, corresponding
to the flowcharts Fig. 3.1 and Fig. 3.2, are given in detail.



32 3. R2P2: a Ray Tracing Reflectometry for Plasma Positioning Code

Figure 3.3: The geometry of the R2P2 setup based on the ITER setup studied
by P. Valera, J.H. Belo and A. Silva [11, 35|, defining the geometrical constants
and parameters with D the antenna aperture and d the distance from the plasma
edge to the aperture. h, the distance from the x-axis to the blanket, is set to
15mm while L, the length of the narrow part of the blankets, is 120 mm.

3.4.1 Turbulence Model

An incoming wave with frequency w and wave number k(z,z2) (kg = w/c in
vacuum) is considered, fluctuations in the plasma are assumed sinusoidal with
wave number kqyc.

The density fluctuation model dn is assumed homogeneous and is built from
a superposition of density fluctuations, each with a certain ]gﬂuc = kz€z + kz€;
(kgue = k2 + k2), in which (7, 2) are coordinates used for a slab model de-
scription as depicted in Figure 3.4a, which neglects the (slight) curvature of the
plasma. The resulting density perturbation model is given by [36]:

Ot (£,2) = D Y A(i, ) 08 [kpue s (1) + ke 2(5) 2 + 06, 5)] (3:2)

i=im j=jm

A(i, 7) is a realistically chosen amplitude spectrum. Indices (4, 7) run the summa-
tion through all possible wavenumber combinations within a certain range and
¢(i,7) is a random generated phase. It is the choice of ¢(i,7) that is unique
for each R2P2 simulation and it is generating this quantity that is meant with
choosing a turbulence matrix in the flowchart Fig. 3.1.

Although the slab models representation is very good, with a small change,
this model can be transformed into a more realistic polar model (with a at fixed
r instead of a at fixed #). This is illustrated in Figure 3.4b. The used coordinate
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(a) (b)

Figure 3.4: Slab model (a) and polar model (b) for including turbulence in the
density profile. The simplified slab model neglects the curvature of the plasma
edge, which is taken into account in the polar model.

transformation is:

r (3.3a)
Or (3.3b)

2
Il

™
I

The transformation is valid when the spatial dimensions are large compared to
the wavelengths associated with the fluctuations in the plasma and Z < a. The
resulting model is
i JM
O (r,0) = Y > A, 5) coslkue,r (1)7 + Ko ()07 + 67, 5)] (3.4)

1=lm j=Jjm

To use Equation 3.4, A(7,j) and the range of used wavenumbers still need
to be determined. In Section 3.3 it was chosen to only model forward scatter-
ing processes (and no Bragg backscattering) in R2P2. The range of fluctuation
wavenumbers will be chosen accordingly. An upper limit for the wavenumber
range in which forward scattering is dominant is [37]:

kfue < 2ka (3.5)
with the Airy wavenumber k4:
ka = 0.63k° L1/ (3.6)
The density gradient length L at the cut-off n.(r.) is defined as:

n(r) r
AT 3.7
Ne L’ (37)
for a linear density profile [37]. It is possible to make a more general definition
of L using the local slope of the density profile at the cut-off layer n.(r.):

dn TC)_I (3.8)

L:—nc~(5
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Applied to the quadratic density profile

ne a’

L=—
Ng 27,

(3.9)

is found.

With these definitions the Airy wavenumber in ITER conditions (¢ = 2m,
no = 10 m™3) is found to be k4 = 87.01rad/m for 30 GHz (ko = 629rad/m,
r. = 1.885m, n, = 1.12- 10 m™?) and k4 = 94.15rad/m for 60 GHz (ky =
1257rad/m, r, = 1.487m, n, = 4.46 - 10 m~3). To allow for a fair comparison
between different frequencies w, it is the most interesting to have a fixed range
of plasma fluctuations in the model, meaning k4 should be fixed on the complete
range. The lowest value for k4, found when using 30 GHz, was chosen.

A lower limit to the fluctuation wavenumbers was chosen at kgart auc = H0rad/m,
leaving out MHD turbulence such as tearing modes and magnetic islands which
have lower fluctuation wavenumbers, so that only microturbulence is studied by
R2P2. The resulting turbulence model has wave numbers in the range:

50rad/m < kgye < 2k H? = 174rad/m (3.10)

For the amplitude A(i, j) associated with each considered fluctuation (i, j), a
cubic decay [5] is used:
B

(kﬂuc - 0)3

in which B and C' are constants which adjust the shape of the decay and the
turbulence level. To limit the calculation time for Equation 3.4, only 22 different
values of k, and ky were considered (i, jm = —11, a7, i = 11, resulting in
22?2 = 484 different fluctuations taken into account in the model). When more
modes (values of k, and k) were to be considered, an inverse Fourier transform
should be used instead of Equation 3.4 to speed up the calculations. With C' = 20
and B chosen to result in a maximum amplitude A(Kstart iuc) = 1, this results in
a model which is in close agreement (both in used range for the fluctuations as
in amplitude) with the forward scattering model used by F. da Silva [36] for a
Doppler reflectometry study, as is seen in Figure 3.5.

Combining the quadratic main density profile np,i, (Eq. 2.2) with the density
fluctuation model (Eq. 3.4 with the range of used kg, values defined by Eq. 3.10
and the amplitude spectrum by Eq. 3.11) results in:

Alkgue) = (3.11)

n(r,0) = Nuain(r) + 0n(r,0) (3.12)

For the edge regions, the above formula can result in negative density values (as
dn < 0 is possible), these negative values are set to zero. Different levels of tur-
bulence will be simulated in R2P2. This can be done by scaling dn appropriately.
To quantify the amount of turbulence, the percentage of turbulence is defined
relative to the cut-off density at 30 GHz:

RMS
on (3.13)

30 GHz
L
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Figure 3.5: Comparison of the fluctuation range and amplitude of the forward
scattering model of R2P2 with that used by F. da Silva [36]; except for an offset
caused by a different Kgareuc, the models show clear correspondence. Bragg
backscattering (blue) is only present in the work of da Silva and not in R2P2.

The RMS-level, with S the area of the plasma, is given by:
1
S = / ds (6n(r,0))* (3.14)
S

Simulations are done for 0.25%, 1%, 3%, 5% and 10 % turbulence.

The used homogeneous turbulence model of R2P2 does not represent all types
of possible turbulence in a plasma. For example localized turbulence in a certain
region or turbulence with an amplitude spectrum different than k3-decay might
occur in tokamaks. These could be added to R2P2 by modifying the model
parameters and changing the resulting density function.

3.4.2 Ray Launching

3.4.2.1 Defining Radiation Diagrams

R2P2 assumes that the antenna aperture is located in the (y, z) plane with
the center on the z-axis. The simulations are made in a poloidal cross-section
(x,z). This means that the only relevant radiation pattern is that in the (x, z)
plane with correct (O-mode) polarization, that is with € = € ~ €,. The
radiation diagram is taken from the complete three dimensional diagram, which
is often normalized so that the total radiated power in the whole diagram equals
1 W (P = [,S5(2)dQ = 1 W with Q the solid-angle). For the two dimensional
representation in R2P2, in which S(€2) becomes W (#), it often makes sense to
re-normalize this so that the area under the 2D power density curve W is unity:

W (o)
W (0)de

—90°

Wnormalized (9) = (3 15)
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Using the normalized version, named W (6) from here on, allows a fair comparison
between different antennas. It is also possible to present the quantity in dB-scale
using Equation 2.25.

Different radiation diagrams were investigated with the R2P2 code. A pyra-
midal horn, such as that which was used in the experiments of Valera et al [11]
has the following pattern, which will be referred to as ‘SINC’ followed by the
aperture width in mm [38]:

W (6) = sinc? (%W sin(9)> (3.16)

The SINC14 radiation pattern, used in some R2P2 simulations, is given in
Figure 3.6 in both carthesian and polar coordinates. Apart from this diagram,
R2P2 simulations with antennas launching fundamental Gaussians and superpo-
sitions of fundamental Gaussians with higher-order TEMp-modes will be done
(see Chapter 4). For these, Equations (2.16), (2.20) and (2.23) will be used.

3.4.2.2 Ray Initialization

90.00°
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—— Rad. diagram
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01 -=—= [= %1
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Q |
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Figure 3.6: Polar and Carthesian representation of the SINC14 radiation dia-
gram showing angular locations of launched rays when representing lobes up to
secondary sidelobe by 7 rays. At the edge of the lobes, a ray for both neighbouring
lobes is launched, although on the figure only one of them is always visible.

With a normalized radiation diagram in the correct direction and with correct
polarization, the rays can be initialized. If a lobe is simulated by for example 7
rays, the rays will be located at angles such that the lobe is divided in 6 parts each
containing equal amounts of radiated power. For the SINC14 pattern, Figure 3.6
shows the resulting locations of the rays launched in in the central lobe and the
primary and secondary side lobes. The wave vector of the rays (which point in
the direction of launching) is defined for each ray {i} at 6" by:

k= ko( — cos(0)é, + sin(6°)é) (3.17)

For the actual R2P2 simulations, typically 25 rays per lobe were initially launched.
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Figure 3.7: Qualitative comparison of far field, near field and R2P2 approxima-
tions for launching the rays representing a central lobe from the antenna aperture.
Antenna is represented in pink with its aperture on the left side, rays are repre-
sented in red.

Ray tracing codes do not model beam divergence!. To account for the di-
vergence, an approximation has to be made. If the objects with which the rays
interact were located in Fraunhofer far-field, which for the frequency range 30 -
60 GHz and an antenna aperture D < 20 mm starts around Ry = 0.16m (Eq.
2.26), the rays should be launched from the aperture center (xf, z}) = (a + d, 0).
However, the blankets cause interactions at r < Ry. With a near-field approx-
imation, the rays should be launched parallel from the aperture, but also this
approximation would not be correct, as the blanket effects would not occur at all
and the scale of the setup does require some beam divergence to be modelled. A
third approach was chosen, in which the rays are launched from some distance
behind the aperture, such that the whole aperture functions as a source (corre-
sponding to the near field approximation), but the beam diverges as it would with
the far field approximation. This approximation is fully justified by a comparison
with full-wave simulations done in [40]. The three approximations are illustrated
in Figure 3.7.

To make this ‘R2P2 approximation’, a focal point is chosen for each lobe
(central lobe, primary sidelobes, secondary sidelobes) such that the ray at the
outer edge touches the antenna aperture edge, as is shown in Figure 3.7. When
for a lobe [ in the radiation diagram the largest angle is 6 . (for the diagram in
Figure 3.6 this is 13.10° for the central lobe, 27.02° for the primary sidelobes and
42.95° for the secondary sidelobes), the focal point for lobe [ is:

D
2tan(6! )

max

Zh=0 (3.18b)

zh=a+d+ (3.18a)

Equations 3.17, 3.18a and 3.18b define the launching parameters of a single
ray completely. For ray {i}, the launching state is:

T = (a}, 20, kb, ¢ = 0,8 = 0) (3.19)

with ¢ the initial phase of the ray and ¢y the initial time.

IBeam tracing on the other hand does take into account beam divergence but needs a
numerical solver for vacuum propagation [39]. Not only would this make the ray tracing code
more complex, it would also make it slower and would not add that much value to the results,
since other assumptions of R2P2 would remain unchanged.
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Sometimes it is not correct to take €', = 90° for sidelobes going up to 90°.
In certain cases these sidelobes reach negligibly low values for W (#) for angles
which are a lot smaller than 90°. Instead of using 6% = 90°, some symmetry is
assumed in the tails of the sidelobe. Assuming that a sidelobe has a known start
Ostars > 0 and two known bending points Ogpy, Opa (0pp1 < Op2), the end of the

sidelobe is defined as follows:

efnax = 6BP2 + (93}31 - estart) (320)

This definition sets the end of this type of sidelobes at a more significant location,
so that the focal point location is more logically defined.

For fundamental Gaussian beams (pure TEMyg) a different approach is neces-
sary to define the initial state of the rays, as the above equations applied to a
pattern with only a central lobe would yield the incorrect ¢! = = 90° (and Equa-
tion 3.20 only helps to resolve this issue for sidelobes, not for a central lobe).
Luckily, the complete beam propagation of TEMgy-modes and their divergence
are known (Eqgs. 2.20, 2.21). This information can be used to launch the rays
correctly. It is possible to launch the rays perpendicular to a far-field equiphase
surface, as illustrated? in Figure 2.4b. By comparing the TEM, field at different
positions, it was found that from = = 10wy the far field asymptotic behaviour is
starting to be observed?®. It is chosen to define the launching angles of the rays
perpendicular to this surface, which corresponds with using

as focal point with R the radius of curvature at 10wy.

Instead of launching the rays from the focal point, it was decided to let them
start directly at the part of the equiphase surface which is located between the
blanket interspace. (xf, z}) is then on the equiphase surface (a circle with radius
R and center in (a + d + (R — 10wy), 0)), l% is perpendicular to this surface,
ty ~ (10wg)/c (since the distance is approximately the same for all launched
rays) and ¢} = 0 can be kept, as the surface is equiphase and ¢ is a relative
quantity which can be set 0 at any equiphase surface. This method has additional
advantages when the rays are received.

3.4.2.3 Additional Ray Launching

In Section 3.2 and the flowchart Figure 3.1 it is mentioned that additional
rays are launched in case the spatial (angular) resolution of the simulation is
insufficient in a certain region. An additional ray is launched in the middle
between two rays:

2In this figure, the location where ‘Beam Radius’ is marked is approximately where the
far field starts, this is characterized by the beam radius starting to behave linearly instead of
quadratically and the equiphase surfaces to be expanding circles.

3With hindsight it would be more logical to use a multiple of the confocal distance (Eq. 2.22)
instead of beam waist for this parameter. In future versions of R2P2 this could be modified.
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1. When two neighbouring rays are both not received and the power contained
between them is bigger than 1% of the total amount; to make sure that the
whole fraction is really not received.

2. When only one of two neighbouring rays is received and the power contained
between them is bigger than 0.01 %; to obtain a very high resolution in the
region between collected and not collected rays.

3. When two neighbouring rays are both received but their time of flight varies
with more than 1% and/or their phase when returning varies with more
than 1%; to make sure that effects causing significant time or phase de-
lays (such as extra reflections or turbulence effects) are mapped with high
resolution.

Additional rays are launched according to the same procedure as for the initially
launched rays.

3.4.3 Vacuum Ray Tracing

3.4.3.1 Vacuum Propagation

A ray i at propagation step p is represented by state

I‘; = (x;, z;, l{;;, ;,t;) = (zp, 2p, kp, gbp,tp)i (3.22)
It propagates in a straight line in the direction of k* until it encounters an ob ject
(first encountered object = FEO) on its path. Suppose that the object is located
at (rrro, zrr0). The travelled distance and time up to the object are:

Ar = \/(xp — xrp0)? + (2 — 2rR0)? (3.23a)
At = Ar/c (3.23b)

The resulting next state I'} | is:

F;J,_l - (xFE07 ZFEO; Ep7 ¢p +w- A75-7 tp + Aty (324)

The observed phase difference corresponds with classical vacuum propagation.

3.4.3.2 Blanket Reflections

Blankets are modelled as perfect mirrors. Therefore a ray encountering a
blanket with surface normal epgo as FEO undergoes a specular reflection. When
the last registered state is

F;; - (xFEO7 ZFEO; l;;]h gbpa tp)Z (325)

the reflection causes a 180° phase shift and changes the direction of the wave
vector, such that the state after reflection is:

F;,H = (zrEo0, 2FEO, Vgp‘ (2(5FEO + €lp)EFEO — ékp)a Gp + 7, 1p)" (3.26)
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3.4.4 Plasma Ray Tracing

3.4.4.1 Ray Tracing Formulas

Because a tokamak plasma has a continuously varying refractive index for
O-mode waves, rays travelling through it are bent. The equations describing the
behaviour of the rays, based on a WKB approximation [33], are well-known and
commonly used in studies of waves in plasmas for fusion research as well as radio
communication (where rays going through the ionosphere are studied).

The O-mode dispersion relationship (Eq. 2.11) is rewritten as a homogeneous

equation with 7= zé, + z€, and k = k,€, + k.€.:
M(w, k, 7 t) = w? — k2P — w,(7 1) = 0 (3.27)

The plasma is stationary, since the time of flight of a ray through the plasma is
much smaller than the smallest timescale for plasma density fluctuations. There-
fore the time-dependency of M disappears:

M(w, k,7t) = M(w, k,7) (3.28)
oM
— =0 (3.29)

The ray tracing equations in the plasma are given by?* [33, Chapter 3|:

dF  OM/JOk ke

At OMJdw  w (3:30)
ﬁ A

dk _ OM/or _ _Vw, (3.31)

dt  OM/ow 2w

dw — OMJ/ot

dt — OM/ow 0 (3.82)

A first observation is that when travelling through a stationary plasma the
frequency of a wave does not change. The frequency of the probing ray and
state I’ ; when entering the plasma are known. However, to use the ray tracing
equations, also wpe(z,2) (Eq. 2.6), as well as its spatial gradients need to be
known. These quantities depend on the local plasma density.

3.4.4.2 Analytical Solver

A first possibility in R2P2 it to use the pure quadratic density profile (Eq.
2.2) with an analytical plasma ray tracing solver. Solving Equations 3.30 and
3.31 with this density profile yields the following equations:

Tpis = AC[wyy - (Cre?n/ @ clors/a _ O e=wpo/wretprs/a) (3.33a)
Zpts = AC[Wpo - (Cgewro/wetors/a _ O gwm/welprs/a) (3.33b)
K prs = Chees0/ < eloes/d y Cpe=po/welpys/a (3.33¢)
kz,p+s — C’sewpo/"-"Ctp+S/a + 046*‘%0/”'0%-0-8/@ (333d)

4@ = OB/0¢ corresponds with Vi : @; = dB/0c;
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With these, the ray state Fp 4, can be determined, when ¢, is known. Also
the time when the ray exits the plasma t.; is analytically known:

texit = 108;

+20102+203C4+C5> ) <C12 +C’§>>1/2/(2<012 —I—C;))

V2 (<<—4012042 +8C1C5C3Cy — 4C3C3 + 40, CoCs + 4C5C,Cs + C2)1/?

/ Co  (3.34)

In principle it suffices to set t,41 = texis, however this would not bring much
knowledge about the behaviour of the ray inside the plasma. A more interesting
approach would be to set t,1s = t, + S(texit — tp)/Sexit i1 Which seyt equals the
number of steps the ray takes in the plasma. By defining e.g. s = 50, 50
analytical steps are made, so that the trajectory made by the rays inside the
plasma is visible, similar to how it is in Figure 2.7. With s. = 1 the trajectory
in the plasma would not be visible.

The constants introduced in Equations 3.33 are:

npe?

Wpo =
P €0Me

k.p
kyp

C1 = (—awcos(a) + /a* — z2wy)/(2ac) (3.35¢

a = |k, ,|tan™" (
)
)+

)
Cy = —(awcos(a) + /a® — z2wy)/(2ac) (3.35d)
C3 = (wsin(a)a + zpwpo )/ (2ac) (3.35¢)
Cy = (wsin(a)a — zwyo)/(2ac) (3.35f)
Cs = wh (3.35g)
Cs = wpo/w - ¢/a (3.35h)

i)

The analytical solver is interesting to get a first, very fast, indication of a
new problem setup. This could be to test a new function of the code or to get a
first impression of a different antenna diagram. It is also possible to build similar
analytical solvers using a different analytical density model and solving the ray
tracing equations accordingly. However to model a realistic plasma it is necessary
to implement a numerical solver.

3.4.4.3 Numerical Solver

With a known turbulence model (Section 3.4.1) resulting in the plasma den-
sity, it is straightforward to make the numerical solver. In R2P2 the differential
equations Eqgs. 3.30 and 3.31 are solved with the density model given in Eq. 3.4,
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using an adaptive step-size® Runge-Kutta (RK) method of order 45. To use this
method, the total density profile from Equation 3.12 is not calculated at a fixed
grid and then interpolated, but the density and the necessary spacial derivatives
(calculated as finite differences over 100 um) are always calculated at the exact
location where the ray passes. This gives a more precise result than an inter-
polation on a fixed grid, but is computationally more intensive. Because of the
limited number of rays and fluctuation wavenumbers kq.. used, the calculation
still is fast enough and its advantages outweigh the added calculation time.

3.4.5 Ray Termination and Received Power Reconstruc-
tion

Except for the plasma and the metallic walls, the rays can encounter two ob-
jects: the domain edge and the collection aperture. In case the ray hits the domain
edge, the computation terminates. In case the ray hits the collection aperture,
the computation ends after the ray gets stored as received. For any pattern apart
from the fundamental Gaussian, the collection aperture is the (receiver) antenna
aperture, located at * = a+d and z € [-D/2, D/2|. For a fundamental Gaussian
the collection aperture is identical to the launching phase front as defined in Sec-
tion 3.4.2.2. Just like for the launching of the TEMg, an additional phase shift
and time interval are added to the collected results to account for the vacuum
propagation that would exist in reality when the rays would be collected at the
actual aperture. The reason for collecting at the launching aperture is the reci-
procity of the antenna: assuming a monostatic system in which the receiving and
emitting antenna are identical, their emitting and receiving properties are identi-
cal as well, so if rays are launched from this surface, they should be collected there.

After all rays (including those added to increase spatial resolution) are termi-
nated in the main R2P2 program (Fig. 3.1), information is available on whether
or not a ray returns to the receiver and if yes, at what time this happens. In
Chapter 4, statistical post-processing methods will be described in which the re-
sults of the simulations are interpreted as statistical ensemble, however there is
also some post-processing which can be done for individual simulations. A re-
construction of the received power P(t) can be made based on the received rays.
In a first approximation, the rays can be considered to ‘carry’ the power. Ray
i would then carry power P’ = %P@i_l_wi + %Pgi_ﬂ;i .. (with Py, _, the power
located between 6;_; and 6; in the radiation diagram®). When ray i would be
received at time t}, the whole power P* would arrive at the receiver on that time,
or: P(t) =%, P'o(t, —t) (with ¢ only the collected rays and 6(t) = 1 for t = 0
and 6(t) = 0 elsewhere).

5 Adaptive step-size RK45 methods make 2 estimates for each step, one using an RK4, the
other using an RK5 method (ideally with a lot of overlapping calculations between the used
methods). For step n, time step 7, is used and the difference of the results of both methods is
named €,. An error tolerance level €,,,, is set. When €, < €442, the solution is accepted and
a slightly higher 7,411 > 7, is tried for the next step, limiting the number of calculations. If
however €, > €4z, the same step is repeated with a smaller step size (€], < €,).

SRecall that Vi : 0,1 < 0; < 0;41.
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The assumption that the power is carried on the rays is however wrong. With
this approach the wave nature of the radiation is forgotten. The power is not
located on the rays but in between them, making it wrong to say that when two
neighbouring rays return, it results in two peaks in P(t) at t; and ;' (note that
in general ¢’ # ¢"™'). In reality, P(t) > 0Vt € [t}, t;*'], as the power between
the rays will return during this interval and not only when one of the rays re-
turns. One possibility would be to launch an extremely high number of rays,
so that in a limiting case the first approximation becomes correct. This would
however increase the calculation time a lot. A second approach uses phase front
reconstructions and takes into account rays ¢ — 1 and ¢ + 1 for each collected ray
i, so that the power can be considered between the rays. By defining multiple
phase fronts around the collection times of the rays, a good approximation of
P(t) can be made while simulating only few rays. The step-by-step procedure
as well as graphical representations of this method can be found in Appendix A.
The reconstruction of the phase fronts involves a lot of interpolations, all of these
calculations are however very fast, so that there is a considerable speed increase
compared to the alternative of launching a lot more rays.

3.5 R2P2 Pseudocode and Performance

The main R2P2 code executes the above described program as given in Algo-
rithm 1, which returns for each ray i its end-state Fg as well as pass’, the number
of passes through the plasma; refl’, the number of blanket reflections and col’,
whether or not the ray is collected. This code is run 400 times for the same plasma
parameters associated to different turbulence matrices to make statistical inter-
pretation of the results possible. To speed up the process the asynchronous pool
function of Pythons multiprocessing library is used, this allows the 400 processes
to be run optimally in parallel on the available CPU. The results of the 400 runs
are stored using the pickle library, making them accessible for the phase-front
reconstruction program (Appendix A) and further post-processing explained in
Chapter 4. To optimize the individual runs, the computationally most intensive
parts of R2P2 were tested with the %timeit iPython magic command with typical
inputs, this command returns the average computation time of a code part which
can be used to optimize the used functions and loops. With this, it was seen
that it is often preferable to make creative use of available commands from the
numpy and scipy libraries instead of defining own functions, because the stan-
dard library commands run very performant code behind the screens. The jit
library was used to speed up nested loop structures. As a result of these opti-
mizations, R2P2 completes 400 simulations at highest turbulence level in about
70 core hours on an Intel Xeon E5 system. Different datatypes (list, array, dict,
tuple) are used for different variables throughout the code, these variables were
chosen for their functionality, but possibly changes in the used datatypes could
speed up the code even more.
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Algorithm 1: R2P2 ray tracing code

1
2
3
4

® N o O

©

10
11
12
13
14
15
16
17

18
19

20

21
22
23
24
25
26
27
28
29
30

31
32
33

input : geometry: a, d, h, D

density: no, kpue(4,5), A4, j)

radiation pattern: w, W (), number of lobes to trace l,4.,
number of rays per lobe 7,4,
output: For each ray i: end-state I‘é, pass’, refl’, col’.

¢(i,7) for reproducibility

Define random ¢(i, ) € [0, 7[;
for lobe | € [—|lmaz|; lmaz] do
Set (xg, z0) (Equation 3.18a, 3.18b, 3.21);
FOr ipax Tays determine the ray angle in lobe range [6,,,,,¢",,] such
that Vi, j < imas : [y W(0)dO = [;7* W (6)d6;
while ¢ < i,,,, do
p=0;
pass = 0; refl = 0; col = 0;
termination = 0;
Fp = (Io, 20, ];;6, ¢0 = O,to = 0) (Equatzon 319),
while termination = 0 do
List all objects on ray propagation path;
Define first encountered object (=FEO);
At = /(xp — xrE0)? + (2p — 2rR0)?/C;
L1 = (TrEO, 2FEO, Ep, ¢p+w- At t,+ At) (Equation 3.24);
p=p+1L
if FEO = plasma then
Solve m next states in plasma: I'p;,, =
PlasmaSolver(w, 'y, a, no, kuc(?, 5), A2, 5), (4, 7))
(Section 3.4.4);
pass = pass + 1;
Ise if FEO = blanket then
Cpi1 = (2, 2p, [kp| (2(€FE0 - €hp)EPEO — Eip), Pp + T, 1)
(Equation 3.26),
refl = refl + 1;
Ise if FEO = aperture then
col = 1;
termination = 1;
else if FEO = domain edge then
‘ termination = 1;

)

@

end
if i = i,,,, then
Check spatial resolution;
Add rays: define 6; for new rays and update i,y (Section
3.4.2.3);
end

end

end




Chapter 4

R2P2 Simulation Results and
Analysis

4.1 Simulated Radiation Patterns

Frequency-independent antennas could make the use of plasma reconstruction
methods based on simulation databases or neural networks in blanket-equipped
tokamaks possible. However, it is not sure that when using such antennas, the
performance of the system remains good; it is possible that changing the anten-
nas will result in less power return to the receiver, or that more perturbations
caused by the blankets will show in the returning signals. To quantify these ef-
fects, eleven radiation patterns with different characteristics were simulated with
the R2P2 code. For a single antenna, simulations are made at five equidistant
frequencies (30 GHz, 37.5 GHz, 45 GHz, 52.5 GHz, 60 GHz) and for six amounts of
turbulence (0%, 0.25%, 1%, 3%, 5%, 10%). For each combination of these pa-
rameters, 400 simulations with different turbulence phase matrices are run. The
radiation diagrams are normalized using Equation 3.15. The used environment
is ITER-like (a = 2m, ng = 10*°m=3, d = 200mm, h = 15mm, see Fig. 3.3).

The first simulated antenna diagram is that of the antenna which ought to be used
by ITER: a flared rectangular horn antenna with an aperture size of 14 mm in
poloidal and 24 mm in toroidal direction [29]. The associated radiation diagram
was introduced as SINC14 in Equation 3.16 and Figure 3.6. For this antenna,
simulations were done with two different distances between antenna and plasma
edge: not only d = 200 mm, but also d = 250 mm was simulated. Since the results
of the simulations at d = 250 mm did not provide any additional information, only
d = 200 mm was simulated for the other antennas.

Apart from this diagram, five fundamental Gaussian diagrams (Section 2.2.2.3)
are simulated. Antennas with this type of radiation pattern are often used for
generating focused beams. By changing the relation between the beam waist wy
and the wavelength A, it is possible to change the shape of the radiation pattern
such that it is e.g. independent of the frequency, which forms be a good starting
point for the antenna optimization that is to be done. From Equations 2.20 and
2.21 it can be derived that an antenna launching TEM(, modes with beam waist

45
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Figure 4.1: Radiation diagrams of the simulated antennas. When frequencies are
not indicated, the radiation pattern is frequency independent. In all diagrams
the fundamental Gaussian pattern with wy = 0.588\ and D = 14mm (Fig. 4.1a)
is drawn as red dotted line for comparison. Vertical lines are drawn at £0.1rad,
+0.3rad and +0.7rad.
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Figure 4.2: Radiation diagrams of the simulated antennas. When frequencies are
not indicated, the radiation pattern is frequency independent. In all diagrams
the fundamental Gaussian pattern with wy = 0.588\ and D = 14mm (Fig. 4.1a)
is drawn as red dotted line for comparison. Vertical lines are drawn at +0.1rad,
+0.3rad and £0.7 rad.

results in an antenna with a radiation pattern that is independent of the used
frequency. The proportionality factor is limited by the antenna aperture size. For
a cylindrical horn antenna with beam waist at the aperture, it is not possible to
launch a TEMy with wg > D/2. With some margin, often wy = D/3 is used
and W mex ~ 0.42D is said to be an upper boundary [41]. With respect to this
maximum beam waist, a frequency-independent diagram can be obtained when
using
A

o (4.2)

'UJ(](/\) = Wo,mazx *



48 4. R2P2 Simulation Results and Analysis

with f;, = ¢/\ the lowest frequency of the range in which the antenna works. A
disadvantage of such an antenna is that for all frequencies different from f; the
beam is wider than it would be when the relation used was

wo(A) = Wo,maz (4.3)

To observe the effects of the chosen wy(A), antennas with different beam waist-
wavelength relations (either Eq. 4.2 or Eq. 4.3) will be simulated.

In ITER conditions, the allowed antenna size is limited. The antenna should
fit between the blankets, meaning that its maximum size (with A = 15 mm, Fig.
3.3) is D = 40 mm, corresponding to wo me,; = 0.42D = 16.8 mm. In this case, the
antenna would touch the blankets and the outer 5 mm rim of the antenna would
face a reflective component directly in front of it. A better maximum size would
be D = 2h = 30mm: the antenna does no longer touch the blanket structures
and does not have any metallic objects in front of the aperture. This corresponds
t0 Womae = 12.6mm. A third approach could be to start from the same size as
the reference antenna with SINC14 pattern used in [11], which has a poloidal size
D = 14mm, associated with wq e, = 5.88 mm.

With R2P2, several possibilities were simulated. Two antennas with a D =
14 mm aperture were simulated, one with wy(\) = Wo maez A/ AL = 0.588\, another
with wo(A\) = 5.88 mm. Additionally, two larger antennas with D = 28 mm were
simulated, again one with a frequency-independent radiation pattern (wo(A\) =
1.2)) and another with maximum beam waist for all frequencies (wp(A) = 12 mm).
Finally an antenna with D = 24 mm and wy(A\) = A was simulated.

Apart from the fundamental Gaussian patterns, some antennas launching a
combination of TEMy, and TEM;, were investigated. These superpositions have
a larger divergence than fundamental Gaussians, but can have narrower central
beams close to the antenna when using the same beam waist constraints as for the
fundamental Gaussians. Power fractions from 0% up to 50 % TEM;, with 180°
initial phase shift relative to TEMgy were simulated in steps of 10 %. For these
antennas D = 14mm and wy(A\) = 0.588)\ were used. On Figures 4.1 and 4.2 all
simulated patterns are given. The R2P2 simulations results give measurements of
PPR performance so that possible changes as a consequence of the large variations
in width of the main beam and the differences between frequency-independent
and frequency-dependent patterns can be quantified.

4.2 R2P2 Result Analysis

In some parts of the following section, the results of a single antenna at a
single frequency will be used to draw conclusions on all antennas at all simulated
frequencies. This is only done when the results were clearly similar for all an-
tennas. In parts where there are more relevant differences between the different
antennas or frequencies, this is mentioned and analyzed accordingly.
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Figure 4.3: R2P2 results for SINC14 pattern at 30 GHz and d = 200 mm. (left
column) normalized received power against time; (right column) Probability for
a ray to be received as a function of its launch angle 6.
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4.2.1 Power Return

For a set of 400 simulations with different turbulence phase matrices, the
power returning to the receiver antenna can be represented in multiple ways: the
phase front reconstruction explained in Appendix A results in graphs such as on
the left of Figure 4.3, where for the SINC14 antenna at 30 GHz it is shown how
much power returns to the receiver as a function of time. The figures depict the
returned power (normalized on the 0% turbulence case, which corresponds to
0.0414 W for SINC14 at 30 GHz) against time (normalized on the non-turbulent
time of flight tgy, = 2.8833 ns). The normalized time is named 7:

F- b (4.4)
1%

On the figures, the median of the 400 simulations, the interquartile range
(IQR), an expanded version of the IQR going from 5% to 95 % and the extrema
are plotted. No figures are given for the non-turbulent case, as it would only
show a step-function at 7 = 1 going from 0% to 100 % on the vertical axis. It
is chosen to use median and IQR to interpret the simulation results, because the
distribution of the amount of received power is at each time asymmetric. This
is clearly visible in the location of the extrema, where independent of 7 and the
location of the median, the minimum is always close to 0%, but the maximum
reaches very high values. In the lowest turbulence case, the median behaviour
of the simulations is almost identical to the non-turbulent behaviour. However,
the IQR shows a broad distribution. With higher turbulence, the shape of the
median curves is no longer step-, but rather S-shaped. The slope of the S-curve
gets flatter as the turbulence becomes higher, and for 10 % turbulence, even at
7 = 1.55, the median received power is still slightly increasing.

The median received power at 7 = 1.55 increases first as turbulence gets
higher (to 0.0684 W for 3% turbulence, well above 0.0414 W, the amount of
received power in the non-turbulent case) and then decreases again for very high
turbulence levels. This phenomenon will be discussed in more detail in Section
4.2.2.

4.2.2 Probability on Return

On the right side of Figure 4.3, the probabilities for a ray to return to the
receiver PR(6) are given, and the colors represent the trajectory followed by the
ray before being received. First the total returned power (accumulation of the
different colours) will be discussed, in Section 4.2.3 the meaning of the colours
will be clarified and discussed. At 0.25 % turbulence, only rays with |6] < 0.05rad
have any possibility of being received with the central rays having a probability
slightly higher than 50 % to return. As turbulence rises, the chance that a ray
undergoes large deflections while travelling through the plasma increases. A first
consequence is that the #-interval with a chance on returning to the antenna
broadens, because rays which would not return in a non-turbulent plasma can
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Figure 4.4: Median returned power and IQR at 7 = 1.55 for SINC14 radiation
pattern for various frequencies and amounts of turbulence. It can be seen that
the total received power reaches a maximum at ~ 3 % turbulence.

now get deflected towards the antenna. A second consequence is that PR(6)
lowers when 6 already had a chance of returning to the antenna, because of
an increased chance on deflections away from the antenna. Both effects can be
clearly seen in the figures. The expansion of the theta-interval is seen in Fig.
4.3b-c opposed to Fig. 4.3a. The overall lowering of PR(f) is seen the clearest
in Fig. 4.3c-d. These effects have influence on the returning power. Figure 4.4
gives the median returned power at 7 = 1.55, an indication of how much power is
received in total. For all frequencies, a peak in in returning power fraction is seen
at 3%. This corresponds with the described effects: up to 3% turbulence the
‘broadening’ effect dominates, resulting in an increase in the returning power. For
turbulence higher than 3% the ‘lowering’ effect dominates, so that the received
power goes down again. These phenomena are also described by [36, 42|. In [36],
a finite-difference time-domain full-wave code found a maximum amplitude of the
return signal was also around 3 % turbulence, agreeing with the results that are
presented here.

In Figure 4.4, the results of the higher frequencies of the SINC14 pattern are
very similar those of the 30 GHz simulations. The main difference is that higher
frequencies are reflected deeper in the plasma, so with the used homogeneous
turbulence model, the turbulent zone through which the rays travel is larger.
This makes the discussed effects associated with turbulence (mainly changing S-
shape of returned power and lower return probability levels) stronger when the
frequency is higher, so that the median returning power is lower.

4.2.3 Probability on Return for Different Ray Trajectories

In Figure 4.3, the colours in the figures at the right represent the type of tra-
jectory the ray has run through before reaching the receiver. Dark red zones are
the probability for a ray to return to the receiver after an unperturbed trajectory
with a single passage through the plasma and no reflections on the blanket walls.
Bright red zones and pale red zones also have a single passage through the plasma
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but with 1 to 3, respectively more than three parasitic reflections on the blankets
(Figure 2.7b shows an example of such trajectories). Dark and light green regions
represent rays that return after two passages through the plasma (illustrated in
Figure 2.7c). These green zones are only visible in small areas of few graphs.
Blue zones, representing rays that return without passing through the plasma
cannot be seen in these figures, but do exist in some cases outside of the plotted
f-interval and will be discussed further on. In the 0.25 % turbulent case, the only
rays with probability on return are those with unperturbed trajectories. Starting
from 1% turbulence also the probabilities of different types of trajectories rises.
This goes together with the flattening of the S-shaped curves in the amplitude
collection graphs on the left of Figure 4.3. It are however not only the perturbed
trajectories that influence the shape of the received power: the time for a ray to
travel through a turbulent plasma zone is on average larger than when travelling
through non-turbulent plasma, because the turbulence bends the ray in a lot of
turns, inhibiting a straight trajectory. It is mainly this effect that causes the
changing S-shape of the received power curve.

The unperturbed trajectory probabilities (dark red) in Figure 4.3 are for each
amount of turbulence and frequency limited to |f| < 0.1rad. At 3% turbulence,
a steep decrease in possibility on return is seen around |f| ~ 0.2rad. In order to
see if these effects also occur at different frequencies and for other antennas, the
probabilities for a ray to return in different cases of turbulence and at different
frequency were averaged out for each antenna separately. With the probability
on return named PR(6), the formula used is:

PRasena(®) = 55 3 5" PR(6) (15)

[ turb

with f representing all simulated frequencies and turb representing all simulated
turbulence levels. Some results are presented in Figure 4.5, for the other antennas
the resulting figures are found in Figure B1 in Appendix B.

It is seen that the return probabilities of the unperturbed trajectories are zero
for |#] > 0.1rad. This is an obvious consequence of the shape of the blankets.
As is seen in Figure 3.3, as soon as a ray is launched from a too steep angle, it
hits the blankets on the way to the plasma, making an unperturbed trajectory
impossible. For a blanket interspace 2h = 30 mm, this happens at

4,15
0 = tan (135) = 0.11rad (4.6)
when the ray is launched from the aperture. Because the rays are launched from
a focal point slightly behind the aperture the limiting value lowers a bit to about
0.1 radians, setting a hard limit for unperturbed trajectories.

The sometimes very high probabilities on return starting around 0.75rad and
extending up to 0.9rad in Figure 4.5 and B1 are noteworthy. These zones contain
rays which are launched in sidelobes and are reflected directly from the blankets
back to the receiver antenna. Of course these direct reflections are unwanted
effects and in Sections 4.2.5 and 4.2.6 the consequences of these reflections will
be discussed. With a small safety margin, it can be said that for the PPR
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and 0.7 rad

application in ITER, rays with

6] > 0.7rad (4.7)

are unwanted.

A third boundary can be identified around

|0] = 0.3rad (4.8)

Although this boundary lies at slightly smaller values for some antennas, || =
0.3rad can be used as safe upper limit to say that rays have a relatively high
chance to return to the receiver when launched at smaller angles and have low
chance of contributing to the received signal when launched at larger angles.

In the figures, the green line representing the probabilities for a ray passing
through the plasma twice before returning to the receiver is always quite low. Of
course this does not mean that it is not possible that these trajectories are very
present in a single simulation run, but based on the average behaviour no criteria
for this type of trajectories can be found.
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Figure 4.6: Probability distribution for normalized time of flight for SINC14 at
30 GHz and 3 % turbulence. In (b) the mean, median and mode characterize the
average time of flight.

4.2.4 Time of Flight

From the collected power (Section 4.2.1), it is possible to calculate the time
of flight (ToF) of a single simulation using the scheme presented in Appendix A.
With the time of flights calculated for each simulation, a statistical interpretation
can be made and the cumulative distribution function (CDF) using the normal-
ized time variable 7 is constructed. Probability density functions (PDF) of the
ToF can be calculated for a given frequency and turbulence level. An example is
given in Figure 4.6. Because of the limited number of simulations, the CDF is not
that smooth, so that when deriving this function to obtain the PDF, it results
in erratic distribution functions. It is still possible to draw conclusions from the
distributions, but repeating the simulations with e.g. 1000 repetitions instead of
400 could give more accurate results. It was found that when turbulence increases
for a fixed frequency the ToF distribution broadens and the distribution becomes
asymmetric with a long right tail. This agrees with the expectations that with
increasing turbulence the trajectories of the rays in the plasma will differ more
from the non-turbulent case (resulting in broadening) and that some turbulence
phase matrices result in rays which pass through the plasma quicker than in the
non-turbulent case and others (which become more dominant for high amounts
of turbulence) result in longer trajectories, hence the long right tail. These ten-
dencies are seen for all simulated antennas.

When looking at the mean of the distributions, it is noticeable that Gaussian
patterns with large wy and the SINC14 pattern often have a ToF mean closer
to 7 = 1 than the other tested patterns. When comparing the variances of the
distributions, the fundamental Gaussian patterns result on average in less broad
distributions than the other antennas. For each PDF the mean and variance of
the ToF distribution can be found in Tables B2 and B3 in Appendix B. In Table
B3, a color code is used to indicate the asymmetry of the distributions based on
the skewness.

Apart from these observations, the question rises if the ToF distributions of
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different antennas are significantly different from each other or not. To quan-
tify whether or not the differences are significant, the Kolmogorov-Smirnov test
(KS) with a 99 % confidence interval was done. Also the Kullback-Leibler (KL)
divergence was calculated between the distributions of different antennas while
keeping frequency and turbulence level constant. These tests were done once rel-
ative to the SINC14 pattern and once relative to the antenna with 100 % TEM,
and wy = 0.588\. With the KS-test, it is found that in most cases for low tur-
bulence levels (0.25% and 1%) at all frequencies the time-of-flight CDF of the
SINC14 pattern are not significantly different from any of the tested antennas,
which indicates that all antennas function in similar ways at these amounts of
turbulence. However, the opposite is true for medium amounts of turbulence (3 %
and 5 %), where almost all tested antennas show significantly different PDFs from
the SINC14 results. At high levels of turbulence (10 %) the differences are again
less often significant but the KL divergence is high for all distributions. This
means that the main differences on the time-of-flight distributions in compari-
son with the reference antenna are present for the medium and high turbulence
levels, rather than the low turbulence levels. It is normal that this is the case;
when turbulence rises, the chances on turbulent density regions introducing high
deflections increase. Any differences present in how much power is radiated in
which direction has then also bigger consequences, in other words: variations in
radiation diagram will result in more explicit different behaviour as turbulence
rises, resulting in more significant differences in the ToF distributions.

When taking the TEMy, with wo = 0.588\ pattern as reference, the results
are slightly different. The tested superpositions of TEMy, and TEM;, have only
in very few cases significantly different ToF distributions from the reference ac-
cording to the KS-test, and these differences can be contributed to the different
constraints used in R2P2 for these antennas®. For the other tested antennas, the
comparison with the TEMgg, wg = 0.588\ reference results in similar conclusions
as made before with the SINC14 pattern as reference. These tests indicate that
Gaussian superpositions which have the same beam waist-wavelength relation re-
sult in similar ToF distributions and PPR behaviour. The results of the KS-test
and the KL distances can be found in Tables B4 and B5 in Appendix B.

From the results of the KS-tests and the KL distances between the distribu-
tions, as well as the initial observations on mean and variance, it is clear that
it is possible to influence the distribution of the time of flight by changing the
used antennas and that especially for high frequencies and turbulence levels the
differences in distribution are significant. It was also seen that a fundamental
Gaussian pattern and superpositions based on the same waist-wavelength rela-
tion have more similar behaviour than when the beam waist-wavelength relation
is changed. Because the ToF variance of the distributions was lower for funda-
mental Gaussians and the ToF mean was closer to the non-turbulent value for
Gaussians with high w, as well as for the SINC14 pattern, it can be concluded

1Only at 0.25% turbulence the KS-test gives significant differences. The distributions at
this low turbulence are very narrow and it is seen that there is a slight difference in mean of the
distributions, explaining the result of the KS-test. The difference in mean can be explained by
the different approaches used for launching and receiving the rays, explained in Section 3.4.2
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that fundamental Gaussian patterns are preferable over superpositions that in-
clude higher-order Gaussians.

4.2.5 Invalid Runs

In the distribution functions that were discussed in the previous part, some
simulation results were not taken into account because the receiver antenna did
not receive any useful signal. This can occur when turbulent regions deflect all
radiated power away from the receiver or when some power from the main beam
does return to the receiver but the power returning to the receiver without the
rays going through the plasma (e.g. from sidelobes such as in Figure 4.5a and
4.5d) dominates, so that the reconstructed time of flight is not close to 7 =1
anymore. The chance on either of these scenarios increases with turbulence and
frequency, so it is expected that the number of invalid runs will be larger when
frequency and/or turbulence level rise. In a real PPR system, these invalid runs
correspond to a moment on which the PPR system is not able to give a prediction
on the plasma position, making the percentage of invalid runs relevant for the
performance of a PPR system. For most antennas, at low levels of turbulence
and low frequencies almost all 400 simulations are valid. When the frequency
and the turbulence rise, also the amount of invalid runs rises, which agrees with
the expectations. When comparing the antennas by their average percentage
of invalid runs over all frequencies and all turbulence levels, all fundamental
Gaussian patterns have less than 7% invalid runs, all others have between 7
and 10% invalid runs. For the high amounts of turbulence this difference is
even larger: at 10% turbulence, fundamental Gaussians have on average 9 to
14 % invalid runs, other antennas have 16 to 19 %. This supports the claim that
direct return from sidelobes increases the chance on invalid runs. The tabulated
fractions of invalid runs depending on the antenna, frequency and turbulence are
given in Table B6 in Appendix B.

4.2.6 Antenna Coupling

Another good way to express the performance of a PPR antenna is is by
looking at the average total power return of the antenna in different conditions
(frequencies and turbulence levels). To do this, for each antenna the probability
on return PR(A) (Fig. 4.3(right)) is weighted with the radiation diagram W (#),
giving the weighted probability on return WPR:

WPR(6) = PR(6) - W (6) (4.9)

When integrating this quantity, an indication of the average returned power, i.e.
of the coupling between the emitter and the receiver antenna, is found:

/ d6 WPR(6) (4.10)

This calculation can be made separately for different types of ray trajectories:
for rays which have an unperturbed trajectory (passing once through the plasma
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and returning to the receiver without any reflections on the blankets), trajectories
with blanket reflections, trajectories with multiple passages through the plasma
or trajectories which return without a passage through the plasma. The results
of these calculations for the simulated patterns are presented in Figures 4.7, 4.8
and 4.9 and in Figures B2, B3 and B4 in Appendix B. The total returned power
corresponds to the top level of the bar charts. For SINC14, the values in Figure
4.7a can be compared with Figure 4.4, which depicts the same quantity retrieved
through a different statistical method. It is noted that they are not identical:
the bar charts always give an overestimate of the median returned power. This
does not come as a surprise, since the method using Equation 4.9 does not take
into account that two neighbouring rays at slightly different angles, each with
a 1% chance on return, might only return both at the same time in very few
cases. Eq. 4.9 will integrate the power density between these rays weighted with
the 1% probability on return, whereas the other method, based on the median
of individual simulations, will only take this power density into account if the
neighbouring rays have both returned in the same simulation. Although the
power is always slightly overestimated, the behaviour that is visible on Figure 4.4
is still seen in [ WPR and this quantity offers new useful insights.

In the charts it can be seen that the power fraction contained in rays return-
ing after a direct wall reflection (blue), as well as rays returning after a double
passage (green) through the plasma are on average very low and often not even
visible on the figures. The superpositions of TEMy and TEM;, (e.g. Fig. 4.7b)
form an exception on this and show a constant blue part at the bottom of each
bar. This is power coming from sidelobes which are launched towards the metallic
walls which are, instead of propagating in the direction of the plasma, reflected
directly to the horn. The power fraction rises proportional to the amount of
TEM;o in the antenna diagram. For a 90/10 TEMg,/TEM;o mix the power is
6.6 1075 of the emitted power, but in the case of a 60/40 TEMq/TEM;, mix,
the fraction is 0.08 % of the emitted power and relative to the received power it
reaches average values up to 15 % for 60 GHz with 1% turbulence. The rays un-
dergoing such a trajectory can be a heavy distortion on the received signal, which
makes the superpositions of TEMgy, and TEM;, not suited for PPR applications.

It is also noticed that for fundamental Gaussian patterns with the same aper-
ture size but different wg(\) relations (such as Fig. 4.8a-b or Fig. 4.9a-b) the
diagram with the constant maximum waist wy = Wpme; has larger returning
power fractions for the higher frequencies than the pattern which has a beam
waist proportional to the wavelength (Eq. 4.2). At lower frequencies these pat-
terns however show very similar behaviour. This is of course a consequence of the
shape of the radiation pattern: in Fig. 4.1a,c and Fig. 4.2a.b it is seen that the
antennas with wy = wo mq, have a more focused beam than their wy oc A coun-
terpart, especially for the higher frequencies. This means there is more power
present in the central region with a higher chance of returning to the receiver.
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Further comparison between the bar charts shows that the diagrams with
larger aperture (Fig. 4.9) receive more returning power than diagrams with
smaller aperture (e.g. Fig. 4.8). Most noticeable is that these antennas do
also receive more power of unperturbed trajectories. This is a consequence of the
Gaussian character of the antenna and the large fraction of power in the central
region (|0| < 0.1rad) which is the only region in which such unperturbed trajec-
tories are possible. The increased beam waist, which is possible thanks to the
larger aperture size, is clearly beneficial, with the returned power reaching up to
10 % of the emitted power at low frequencies and low turbulence and still almost
2% at the highest simulated frequency and turbulence level.

Also the SINC14-pattern (Fig. 4.7a) has high amounts of received power
coming from unperturbed trajectories. This pattern also has strongly focused
beams and despite its small aperture size, it has high f WPR values for higher
frequencies. It can be seen that especially for high frequencies, these unperturbed
trajectories contribute a lot to the received power.

It is possible for a certain value in the bar chart to be obtained in various
ways. For example both SINC14 and the Gaussian patterns with D = 28 mm
(Fig. 4.9) have [ WPR ~ 0.02 for 60 GHz at 10% turbulence. However this
average behaviour says nothing about the width of the distribution: the SINC14
pattern has almost 40 % probability on invalid runs for this case, meaning that
the mean value is an average of high values in which the central part of the beam
reaches the receiver and a lot of cases with no return at all. For the Gaussian
patterns, the invalid run probability is a lot lower, so that the bar chart value is
more often close to the actual behaviour of the antenna.

The Gaussian pattern with wy = 0.588\ and D = 14mm always has a large
part of its power located outside of the |#| = 0.1rad limit, contributing to indi-
rect returning rays, which is clearly visible in the large bright red parts of Figure
4.8a. Although not ideal, this power makes the total fraction returning to the
receiver still quite high and for low frequencies sometimes even in fractions com-
parable with the far more focused SINC14-pattern. The Gaussian pattern has
an additional advantage over the SINC14 antenna that it has lower chances on
invalid runs, again suggesting a good performance.

4.2.7 R2P2 Simulation Conclusions

For all antennas the returning power peaks at 3 % turbulence when keeping the
frequency constant, which is explained by the initial broadening of the probability
on return PR(#) as turbulence rises, an effect that is overshadowed by a general
lowering of PR(#) as turbulence rises even higher. Both are a consequence of tur-
bulent regions deflecting the rays, either towards the antenna (broadening PR(#))
or away from the antenna (lowering PR(#)). When increasing the frequency and
keeping turbulence level constant, the returned power lowers gradually as a con-
sequence of the larger turbulent region through which the rays travel up to the
cut-off layer, which increases the chance on deflections.

The time-of-flight distributions of the antennas were compared, from which it
was concluded that the largest differences in distribution were found at interme-
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diate to high levels of turbulence (starting at 3 %) and that the distributions of
antennas with the same beam waist-wavelength relation are more similar to each
other than when this relation is changed. Often the found distributions were sig-
nificantly different, but it is difficult to draw conclusions on which distributions
are better, since this would depend on the plasma position reconstruction method
used.

Several regions of the antenna diagram were identified, which contribute in dif-
ferent ways to the returning power:

1. Power radiated with |f| < 0.1rad has a high chance on returning with an
unperturbed ray trajectory.

2. Power radiated with 0.1rad < |f| < 0.3rad has a high chance on returning
to the receiver after a single passage through the plasma with some blanket
reflections.

3. Power radiated in 0.3rad < |f| < 0.7rad does not contribute much to the
received power.

4. Power radiated in || > 0.7rad has a chance on causing direct reflections
and should be minimized.

A lot of different aspects of antenna PPR performance were evaluated using the
R2P2 code. Because some antennas performed well on certain aspects but bad
on other aspects, it is not possible to make a full ranking of the antennas based
on their performance. However, fundamental Gaussian antennas with a large
aperture and beam waist (frequency-independent or not) have clearly the best
characteristics: a low number of invalid runs and high antenna coupling with a
high amount of power coming from unperturbed trajectories. Also it is clear that
superpositions of TEMgg with TEM;q are not suited for PPR purposes: their
antenna coupling is low and their number of invalid runs is very high, which can
be linked with the presence of sidelobes at || > 0.7 rad.

All the above conclusions are made by using only a single, homogeneous tur-
bulence model. For a different turbulence model (e.g. turbulence limited to a
radial region in the plasma) some effects could change, in particular the frequency
dependence of the antenna coupling could be less present for inhomogeneous tur-
bulence.
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Antenna Design

5.1 Radiation Diagram Choice

Considering that the tolerances for the installation of the components in ITER
are expected to be in the order of a few mm [11], the theoretical antenna with
wo(A) = 0.588\ and D = 14 mm, shown in Fig. 4.1a seems the best option for
a frequency-independent PPR antenna for ITER. If more space would be avail-
able, a more performant antenna with larger aperture and fundamental Gaussian
radiation patterns could be used.

A direct comparison of the R2P2 simulation results of the selected antenna
and those of the SINC14 antenna, which is used in the current ITER PPR design
(but which is strongly frequency dependent and therefore less suited for plasma
reconstruction methods based on neural network or databases), the Gaussian has
better performance when it comes to number of invalid runs, especially for high
amounts of turbulence (at 10 % turbulence on average 9% invalid runs against
19% for SINC14) and has a lower variance in the ToF probability distribution.
Both antennas have similar amounts of power returning to the antenna at low
frequencies, but the SINC14 antenna has better antenna coupling at higher fre-
quencies. It is an inevitable consequence of a frequency-independent antenna
that it has a broader main lobe than a frequency-dependent antenna at high fre-
quencies, which explains this behaviour. Because of the broader main lobe of
the Gaussian, the returning power for this antenna is more often from indirect
trajectories (with parasitic wall reflections) rather than from unperturbed tra-
jectories. A consequence from this is that the ToF mean is almost always a bit
higher for the Gaussian pattern than that of the SINC14 pattern. Both antennas
have advantages and disadvantages, making it difficult to state that one would
have an overall better performance than the other, but given the constraints on
the antenna size and the necessity to construct an antenna with a frequency-
independent radiation diagram, the fundamental Gaussian with wg(\) = 0.588\
is the best available option for ITER.

This choice of radiation pattern is so far purely theoretical. It still needs to be
determined which antenna shape (if any) results in the desired radiation patterns.
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5.2 Antenna Design

To find an antenna shape which has the wanted characteristics, an optimiza-
tion is done using PROFUSION |[20], a Linux commandline code package con-
taining numerous tools to calculate microwave beam phenomena. A cylindrical
antenna optimizer, based on a combination of simulation annealing and a down-
hill simplex method [21], is available and provides the possibility to optimize an
antenna shape to resemble aperture fields as close as possible. The aperture fields
of Gaussian beams are uniquely defined by the same characteristics as those that
identify the radiation diagram (i.e. wg, A and for higher-order modes their rel-
ative phase and intensity), making it possible to launch the optimizer using the
parameters which were used in the R2P2 simulations: frequencies 30, 37.5, 45,
52.5 and 60 GHz with wy = 0.588\ are used as input fields to define the optimiza-
tion goal. Additional geometrical parameters need to be given to the optimizer:
Dy, the input diameter of the antenna at the waveguide end; D,,.,, the maximum
aperture diameter (also limiting the diameter that the antenna can have at any
location apart from the aperture); [ and Al, the nominal length of the antenna
and the tolerated deviation from it; 0,,.x and €,,;,, an upper and lower boundary
for the slope of the geometry function r(z) which describes the antenna shape.

A lower limit to D; is given by the cut-off frequency of the waveguide that
feeds the antenna. Equation 2.18a gives that a waveguide with D = 6 mm has
a TE;; cut-off frequency f. = 29.28 GHz, meaning that the frequencies in range
f € [30GHz, 60 GHz| > f. can propagate through it. It is safe to take a margin
on this minimum, leading to D; = 8mm. 6,., = 90° and 6,;,, = 0° were
initially chosen to find an optimal diverging antenna. This type of antenna has
the advantage of easy production over antennas with more exotic shapes. Dy
was originally chosen to 14 mm, matching with the size of the SINC14 reference.
Also the nominal length was chosen to match with the reference antenna used by
Valera [11], | = 115 mm, with Al = 10 mm.

The antennas generated with the initial parameters did unfortunately not
give a satisfying result: optimizations were either not converging or finding an
optimum with too much radiation in unwanted regions that showed frequency-
dependent characteristics in at least a part of the 30 — 60 GHz octave. This
indicates that the design constraints were too tight. First the parameters Al
and 0, were loosened gradually. When this did not give better results, also
Dy was increased. Only with Al = 70mm, 6,,;, = —60° and D, = 20mm
a good optimization was found, having on average only 1.67 % of its power in
modes different from the wanted fundamental Gaussians. The resulting optimal
antenna shape is seen in Figure 5.1 and 5.2.

The antenna shape is not, as was first intended, monotonically flared out-
wards, but has two diverging sections with in between a converging section. This
makes the manufacturing process is more difficult than for a monotonically flared
antenna. Also D = 19.598 mm > 14 mm is not ideal, since it is not sure that
the antenna will easily fit in between the blanket interspace: with a mounting
precision of 2 mm for both blankets and antenna this antenna would still fit in the
reserved space. When the precision is worse than 2 mm, it is not guaranteed that
the antenna would fit. The optimized antenna has MAX(wy)/D = 0.3. Under the
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Figure 5.1: Optimized antenna shape with Dy, = 8mm, D = 19.598 mm, [ =
52.678 mm. The antenna has on average 98.33 % overlap with the optimization
goal i.e. the fundamental Gaussian patterns with wy = 0.588\.

Figure 5.2: Trimetric view of a possible realization of the optimized antenna.

assumption that the required frequency-independent optimization can always be
done with this ratio, it would be possible to make an antenna with wg(A) = 0.42\
for D = 14mm. This type of antenna would however have a broader pattern
with more power radiated in the unwanted |f| > 0.7rad region. It is preferable
to keep the slightly larger aperture antenna with wy = 0.588\.

Because of the choice for D; = 8mm, some higher-order modes can exist in
the antenna input. In Table 2.2 it is seen that for a cylindrical waveguide with
diameter 8 mm not only the fundamental TE;;, but also the TMy; exists for the
whole frequency band of 30 to 60 GHz and TE,; exists for almost the whole fre-
quency band. When the antenna input field contains one of these modes, this
might lead to changes in the resulting radiation pattern. One of the things which
can change is the direction of the main lobe, which can have large influence on
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the resulting blanket effects. PROFUSION simulations were done with 1% of one
of the higher-order modes at the antenna input. For none of the frequencies did
1% TMj; result in any significant angular offset in the poloidal direction. How-
ever, 1 % TEo; resulted in sometimes large offsets of maximum 1.54° at 37.5 GHz
(with 180° relative phase between TEy and TE,;) and 1.24° at 45 GHz (with
270° relative phase). At other frequencies the offsets were limited to less than
1°. This means that extra care must be taken in the design of the transmission
line to the PPR antennas to avoid these higher-order modes, which is not easy
considering that the oversized waveguides leading to the PPR antennas in ITER
will be very long and involve a lot of bends [26]. If higher-order modes at the
antenna input are inevitable, another option would be to make a new antenna
optimization which uses the actual antenna input. For this a mode analysis of
the transmission line should be done first.



Chapter 6

Antenna Prototype Testing

The PROFUSION tools used to optimize the antenna shape are a mature
software package and can be trusted to give correct results. However, because
the optimization is done on the antenna aperture fields, the cylindrical antenna
optimization tool does not allow external structures such as blankets to be mod-
elled during the optimization. This limitation means that the optimized antenna
might suffer from similar effects as described by Valera et al for square aperture
antennas [11]: apart from introducing the multi-reflections (discussed in Chapter
4), the metallic blankets can also drastically change antenna radiation patterns.
To assess the performance of the antenna when mounted between blankets, a pro-
totype of the optimized antenna, and a conical reference antenna were built and
radiation pattern measurements were made for both antennas with and without
mock-up blankets.

6.1 Measurement Setup

Prototypes of the optimal antenna (see Chapter 5) and a conical reference
antenna with the same length (I = 52.678 mm) and the same input and output
diameter (D;, = 8 mm and D = 19.598 mm) as the optimized antenna were made.
The antennas were milled out of a 28 mm diameter aluminium cylinder, the outer
diameter of the block was not milled but left at 28 mm, reducing the production
cost and simplifying mounting the antennas in a measurement setup.

A mock-up version of the ITER blanket structure was made from aluminium.
The blanket geometry is prescribed by Figure 3.3 in the poloidal plane (in partic-
ular the value of L = 120 mm is important) and the blankets are 153 mm long in
toroidal direction, which is the same as used by Belo et al in [35]. To guarantee
that the distance between the blankets is 2h = 30 mm, two cylindrical spacers
are placed between the blankets. The antenna mounted in the blanket structure
is illustrated in Figure 6.1a. Also depicted at this figure is the transition from
the antenna input diameter D;, = 8 mm to a standard WR-28 waveguide, so that
this the antenna can easily be connected to standard components.

Measurements at 30, 37.50, 45, 52.50, and 60 GHz are done. The two lowest
frequencies are located in the Ka-band (26.5 — 40 GHz), the others fall in the
V-band (40 — 75 GHz). Since the V-band frequencies can propagate in Ka-band
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Figure 6.1: (a) Assembly drawing of a prototype antenna surrounded by a blanket
structure, (b) laboratory setup with the test-antenna (pink circle) mounted on
pivot point and the receiver (blue circle) mounted on a rotating arm.

waveguides (Eq. 2.19), a single transition piece from a cylindrical waveguide with
diameter 8 mm to a WR-28 Ka-band waveguide can be used for all measurements.
For the V-band measurements an extra transition follows on this from WR-28 to
WR-15, the V-band standard waveguide. The measurement accuracy is

max(0.2dB, 0.0154p)

with Sgg the measured signal amplitude. Although measurements at 45 GHz
can be done with the V-band equipment, there is a chance that the accuracy of
these measurements is worse than given above, because the used network analyzer
specifies the V-band only for the range 50 — 75 GHz.

To obtain the radiation patterns of the antennas, the poloidal, toroidal and
cross-polarized electric fields radiated by the antennas will be measured. The
test-antenna (with or without blankets) is used as emitter while a open-ended
WR-28 waveguide, functioning as receiver, rotates around it and registers the
both the amplitude and phase of the electric field. A picture of the setup is given
in Figure 6.1b. All metallic objects in the direct environment of the measurements
are covered with microwave absorbing material (black on Fig. 6.1b) to minimize
their effects on the measurements. The distance between the transmitting and
receiving antenna was 50 cm. With the far-field starting at 16cm (Egs. 2.26
evaluated for all frequencies, the most strict condition is obtained from Eq. 2.26a
at 60 GHz), the measurements are taken in the Fraunhofer region, where the
antenna diagram is independent of the distance on which it is taken.

6.2 Radiation Diagram Analysis

The results of the comparison between reference and optimized antenna are
presented in Figures 6.2 and 6.3. The radiation patterns are normalized using
Eq. 3.15. Only the measurements in the poloidal plane are given in the graphs,
since these are the most relevant for plasma position reflectometry. In Figure
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(c) Conical antenna with blankets (d) Optimized antenna with blankets

Figure 6.2: Linear-scaled poloidal (H-plane) radiation diagrams of the proto-
type antennas. The optimization goal, TEMgy with wy = 0.588\ (D = 14 mm),
is drawn for comparison. The optimized antenna clearly has a radiation dia-
gram which is almost frequency independent in the frequency range 30 — 60 GHz.
Adding the blankets to the setup changes the radiation diagrams drastically. Ver-
tical dotted lines are drawn at £0.1rad, +0.3rad and +0.7rad.

6.2a-b, the results of the optimization can be clearly seen: the directivity and
shape of the optimized antenna diagrams are a lot more homogeneous than for
the conical antenna, whose diagram gets narrower and shows a strong increase in
directivity when the frequency rises. When the blankets are added to the setup,
the directivity of the optimized antenna remains less frequency dependent than
that of the conical antenna. However, the shape of the optimized antenna dia-
grams is no longer frequency independent, but shows strong variations depending
on the frequency, with sidelobes at different locations for all frequencies and a
double-hump shape appearing at 45 GHz. As the measurements at 45 GHz have
lower accuracy in the used measurement setup, it is possible that this effect would
look slightly different when the measurements were to be repeated with more ap-
propriate Q-band equipment.
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Figure 6.3: Poloidal (H-plane) radiation diagrams of the optimized and reference
conical antenna prototypes with and without blankets at different frequencies.
The reference antenna has a higher directivity for all frequencies. The blankets
cause sidelobes and a change in directivity and radiation shape for both antennas.
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In Figure 6.3, the same information is presented in polar coordinates and a
logarithmic scale. The radiation diagram of the conical antenna shows a better
directivity than the optimized antenna, both with and without blankets. The dif-
ference between the directivity of the antennas varies depending on the frequency.
Also here it can be seen that adding the blankets to the setup undoes part of the
optimization done by creating frequency dependence and high sidelobes. These
effects were partly expected [11], but unfortunately it was not possible to take
them into account in the PROFUSION optimization.

The influence of the blankets on the radiation diagram makes it no longer fre-
quency independent, so that it does not, as intended, reduce the complexity of the
problem. The change in radiation diagram also means that the performance of the
antenna, which was assessed with R2P2, has changed. The sidelobes, which do
not show when the antenna is used without blanket environment but are present
when mounted in the environment, can cause unwanted direct reflections to the
receiver, lowering the performance of the antennas (Section 4.2.5).

In addition to these measurements, different versions of the mock-up blankets
with different lengths L (the length of the narrow part between the blankets,
see Figure 3.3) were made to evaluate how the length of this section influences
the radiation diagram. In addition to the blankets with L = 120 mm (which are
used in other studies, R2P2 simulations, and Fig. 6.2 and 6.3) blankets with
L = 30, 60 and 90 mm were used. The results can be seen in Figure 6.4 for 30
and 52.5 GHz, the results for the other frequencies are found in Appendix C. It is
seen that for 30 GHz the blankets with L = 60 mm result in an antenna diagram
which is close to the optimization goal. However, at other frequencies such as
52.5 GHz, this is absolutely not the case. The reason for this is that the near
field of the antenna, when placed in the environment, differs a lot depending on
the used frequency. Therefore the effects of different blanket lengths also differ
depending on the used frequency. Based on these results, there is no preferred
value of L. However, already for the currently used L = 120 mm the heat loads
on the antennas could be problematic [43], so L < 120 mm is not advisable from
thermal point of view.

Another thing that is noticed in Figure 6.4 is the asymmetry which is present
in some of the radiation patterns. This can be assigned to small misalignment
of the antenna and blanket structure, which can occur as there are a lot of me-
chanical changes on the setup during these measurements. This explanation is
supported by comparison of Figure 6.4b with Fig. 6.2d, which also shows results
for the L = 120 mm measurement at 52.5 GHz, but measured in a measurement
sequence with few mechanical changes. In Fig. 6.2d the asymmetry is not present.
The observed asymmetry indicates that correct alignment of the setup is crucial
for the resulting radiation diagram. Not only does this put strict tolerances on
the antenna mounting, it also emphasizes the importance of the mode analysis
of the antenna input (Section 5.2). High mode purity at the antenna input is
required as small angular offsets (which can be caused by higher-order modes)
could result in large asymmetry when taking the blankets into account. Addition-
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ally, an extended study on the thermal behaviour of the complete system should
be made to evaluate the effect of possible thermal expansion (resulting in e.g. a
reduction of the blanket interspace or a change in the antenna position) on the
radiation patterns.
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Figure 6.4: Linear-scaled poloidal radiation diagrams of the optimized prototype
antenna when using blanket structures with different lengths L. The optimization
goal, TEMy with wy = 0.588\ (D = 14mm), is drawn for comparison. Vertical
dotted lines are drawn at +0.1rad, £0.3rad and +0.7 rad.

It is possible to use other optimization software such as the finite-element
solver HFSS to model the antenna with environment and perform a similar op-
timization directly taking into account the blankets. Another possibility would
be to obtain the optimal aperture fields for the antenna from software such as
HF'SS (taking into account the environment) and then use these results as input
fields for the PROFUSION optimizer. Models for the traditional SINC14 PPR
antennas have been made in HFSS in [29], where it was noted that: ‘One of the
major problems we had to deal with concerning HFSS was the large computa-
tional requirement for complex simulations at higher frequencies. Great part of
the simulation work consisted in finding ways to reduce the computational effort
in the models, without loosing accuracy in the results.” It can be expected that
these problems will be even larger when making an optimization of the antenna
shape with a model that includes blanket structures. Ideally, a study of higher-
order modes in the antenna waveguide is done before the final antenna design is
made, so that higher-order modes at the antenna input can be taken into account
in the optimization. Also, when changing the antenna from a pyramidal to a
more complicated optimized shape, the thermal behaviour of the antennas [43]
needs to be re-evaluated.

— L =120 mm

1.00



Conclusions

In order to get accurate feedback on the plasma position, plasma positioning
reflectometry (PPR) can be used as alternative or extension for magnetic diag-
nostics for plasma position control in large tokamaks. The blanket structures in
these tokamaks are known to cause strong perturbations on the receiver antenna
signals, making plasma position reconstruction methods using neural networks or
full-wave simulation databases indispensable. Even when using these approaches,
simplifications in the PPR system are necessary to make the methods computa-
tionally less intensive so that they can provide real-time results. In this work the
antennas used for PPR were optimized so that they have similar characteristics
independent of the used frequency. This reduces the weight of the calibration
calculations necessary to extract plasma parameters from the perturbed signals
since the convolution between the spatial correlation of the turbulence and the
frequency dependency of the antenna diagram would disappear.

The parallelized, two dimensional ray tracing code R2P2 was built to simulate
the behaviour of different antennas in an ITER-like environment, to evaluate the
performance of the antennas at different frequencies and turbulence levels. Based
on the simulation results, the radiation pattern was divided into regions with dif-
ferent behaviour. Rays launched in the first zone, |#| < 0.1rad, are the only ones
with a chance on an unperturbed trajectory (passing once through the plasma
and returning to the receiver without reflections on the blankets). Rays launched
up to |#| = 0.3rad have a relatively high probability of returning to the receiver,
whereas rays in 0.3rad < |0| < 0.7rad have low chances of contributing to the
received signals. Rays with || > 0.7rad have a high chance of being received
after direct reflections on the blankets, and cause strong parasitic effects.

For all simulated radiation diagrams, a maximum antenna coupling was seen
at 3% turbulence while varying turbulence level at a constant frequency. This
is caused by the interplay of two turbulence effects. When turbulence rises,
the chance on density regions which deflect the rays away from the antenna
increases, which results in a lower probability for a ray to be received. However,
the turbulent regions might also deflect rays that would normally not be received
in the direction of the receiver. This last effect has as a consequence that rays
in directions which are never received at low levels of turbulence do get a chance
of being received starting from intermediate turbulence levels. The combination
of the broadening of the theta-interval which contributes to the receiver signal
and the counteracting lowering of the probability leads to the observed maximum
antenna coupling around 3 % turbulence.
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Both the aperture size and beam waist of the antennas were varied in multiple
simulations, showing that an increased aperture size with a linear scaling of the
beam waist resulted into fewer invalid runs (simulations from which no valid
time of flight could be calculated), higher power returns and a time-of-flight
distribution with a mean close to the non-turbulent time of flight. However,
strongly focused beams were not always found to have a better performance than
broader beams. For example, radiation diagrams with a narrow central beam
but sidelobes in |#| > 0.7rad have a large chance on invalid runs, because direct
reflections from the sidelobes to the antenna cause parasitic signals in the receiver.
From the tested radiation patterns, fundamental Gaussian radiation patterns with
large beam waists were found to have the best overall performance.

By comparing the time-of-flight distributions of the different antennas, it was
found that when changing the radiation pattern, the behaviour of the system
can change significantly, suggesting that it is possible to optimize the antennas
not only to simplify the whole PPR system, as was done in the next part of this
study, but also to minimize specific multi-reflection effects.

Given the ITER spatial constraints, an antenna radiating fundamental Gaus-
sians with beam waist wy = 0.588\ and D = 14 mm was proposed as optimal
antenna. It has good PPR performance and a relatively broad, but frequency-
independent radiation diagram in the frequency range 30—60 GHz, paving the way
for real-time plasma position reconstruction. To find out which antenna shape (if
any) had the required characteristics, an antenna shape optimization was made
using PROFUSION. After increasing the antenna aperture size from 14 mm to
19.598 mm, a shape for a cylindrical horn antenna was found which agrees for
98.33 % on average with the desired radiation patterns. The increased diameter
could pose problems with the antenna mounting, but a smaller antenna would
have a broader main lobe with more power radiated in unwanted |#| > 0.7rad
region.

To validate these results coming from the numerical optimization, a prototype of
the optimized antenna was made and tested against a reference conical antenna
with the same outer dimensions. The optimized antenna simplified the radiation
characteristics a lot, proving it to be a good optimization. Nevertheless, when
repeating the experiments with mock-up aluminium blanket structures resem-
bling the ITER antenna environment, the blankets interfered with the radiation
pattern, making the advantages of the optimization disappear.

To evaluate the impact of boundary conditions on the effective radiation pat-
tern of the system consisting of antenna and blankets, different geometries were
tested. Different lengths of mock-up blankets (corresponding with placing the
antenna closer to the plasma) did not show improvements in the radiation di-
agrams. These measurements involved many mechanical changes to the setup,
which resulted in minor misalignment errors. The asymmetry in the radiation
patterns as a consequence of these misalignments was found to be very large.
This means that extra care should be taken for the mounting of in-vessel anten-
nas in blanket-equipped tokamaks, as well as for the installation of the blanket
environment. Since the antennas are known to face large heat loads, a study on
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the impact of thermal expansion on the system should be done to evaluate if the
resulting geometrical variations modify the system characteristics significantly or
not.

An analysis of the effects of higher-order modes at the antenna input was done
and showed that 1% power in the TEy; mode can result in angular offsets of the
radiation diagram of more than 1.5° when using the optimized antenna without
blankets. It is not inconceivable that higher-order modes would be present at
the ITER PPR antenna input, considering the many bends and the length of the
transmission line leading to the antennas.

To conclude, a second optimization, done with different software that allows
the surrounding blankets to be present in the optimization, is suggested. This
second optimization should aim to optimize an antenna which yields frequency-
independent behaviour when mounted between the blanket structures. Ideally, it
would take into account the correct mode mixture at the antenna input. Research
on the thermal properties of the antenna when placed in the ITER environment
should be done afterwards. Additionally, a study should be made on the exact
influence of antenna and blanket alignment on the radiation diagrams and the
multi-reflections. Finally, possibilities to increase the space available for the an-
tenna should be considered, since larger antennas could reduce multi-reflection
effects and improve the overall PPR performance.

The introduced ray tracing code and the optimization of a PPR horn antenna
for blanket-equipped tokamaks are only a first step towards using plasma posi-
tioning reflectometry to provide feedback in the plasma position control circuit
of large tokamaks. Because of the inaccuracy of the magnetic diagnostics and the
quintessential role of plasma position control in a future fusion power plant, it
is necessary to further investigate antenna optimizations for this application, if
fusion electricity is to become a reality.
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Appendices

A Received Power Reconstruction

Note: the notation introduced in Chapter 3 for the state of a ray F; (Eq.
3.22) is also used in this appendix, with i the ray number and p the state number
with p = 0 the initial, launching state and p = ¢ the state at final state of the
ray.

After the main R2P2 program (Algorithm 1) has run, for each simulation in-
formation is available on whether a ray returns to the receiver or not, and if
yes, at what time this happens. A ray tracing code does not lend itself to a
plasma position reconstruction using Abels inversion (Eq. 2.32), so instead a
reconstruction is made for the received power P(t). In a first approximation,
the rays can be considered to ‘carry’ the power. Ray ¢ would then carry power
P = %PQH_% + %Pgﬁem (with Py, , ¢, the power located between 6;_; and 6;
in the radiation diagram'). When ray i would be received at time tfl, the whole
power P’ would arrive at the receiver on that time, or: P(t) = Pt —t)
(with 6(¢) =1 for t = 0 and 6(t) = 0 elsewhere).

receiveds

The assumption that the power is carried on the rays is however wrong. With
this approach the wave nature of the fields is forgotten. The power is not located
on the rays but in between them, making it wrong to say that when two neigh-
bouring rays return, it results in two peaks in P(t) at ¢, and .*! (note that in
general ¢' # ¢'*1). In reality, P(t) > 0Vt € [tfl, tf]“], as the power between the
rays will return during this interval and not only when the rays return. One pos-
sibility would be to launch an extremely high number of rays, so that in a limiting
case the first approximation becomes correct. This would however increase the
calculation time a lot. A second approach uses phase front reconstructions and
takes into account rays ¢ — 1 and 7 + 1 for each collected ray i, so that the power
can be considered between the rays. By defining multiple phase fronts around the
collection times of the rays (as illustrated in Figure Al), a good approximation
of P(t) can be made while simulating only few rays. The reconstruction is done
step by step in the following paragraphs and is graphically represented in Figure
A2. The reconstruction of the phase fronts involves a lot of interpolations, all
of these calculations are however very fast, so that there is a considerable speed
increase compared to the alternative of launching a lot more rays.

'Recall that Vi : 0; 1 < 0; < 0;41.
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Figure Al: Aperture (violet) with three received rays (blue) and several phase
fronts shown (green). The phase fronts are received at various times 7, between
the recollection of the first and the last ray. The aperture area between the
intersection points of phase front ¢, with the aperture is already received at 7.
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Figure A2: Aperture (violet) with three received rays (blue), showing the recon-
struction of phase front ¢, (green) and its associated intersection points 77;’;“,

F;;“ which are used to find the received power at time 7.

Suppose rays i — 1, ¢ and i + 1 are all received and the end state of ray ¢ (at
step ¢') is

FZ - (qukqvgbqatq)l (6-1)

with 7, = (x4, z,)". It is possible to reconstruct the phase fronts of the received

rays at different times, similar to the phase fronts that are drawn in Figure Al.
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Suppose t}, < tit < ti! (other cases are analogous). Between the first collection
time (associated with phase ¢!) and the last collection time (associated with
phase ¢,™), an array of times can be defined:

Ta=00—a)-th+a-t," (6.2)

with a € [0,1]. At each of these times, a different phase front is being received by
the antenna. Because the last part of the ray propagation is always in vacuum,
the phase accumulation is linear in time (Eq. 3.24). This makes it possible to
interpolate the received phases as

¢a=(1—a) ¢ +a-¢;" (6.3)

using the same interpolation as for 7,.

For each of the received rays, the direction of propagation when received is
stored in lgq. Together with the coordinates at collection 7, and the phase ¢,, an
interpolation is made to find the coordinates of the rays when their phase equals
¢,. For ray 7, this is given by:

(z} ) C¢a - (bz
| w

k‘.

(6.4)

'L

S
ra—rq—i-

o

L
With three points for each phase front ¢, (72!, 7% and 7:™1), the intersection
points of the phase fronts with the aperture can be determined. This is done
by defining three straight lines (each time through two of the above points) and
finding their intersection with the aperture. Only the two intersections which
are in the line segment of the aperture defined by the original collection points
are kept. The resulting coordinates are named Fé;i“ for the intersection of the
aperture with the line through (7 and 7! and analogous for the other line.
Yet another interpolation is made to obtain the angles 0, associated with the
interpolated aperture points. For point FZZH, this is a simple linear interpolation
of this point between the coordinates 7, associated with §° and 7! associated
with 0!, for the other point it is analogous. In the radiation diagram, is the
area between the two found angles 6, that is already received at time 7, (the
cumulative power, not P(7,)). To find the power received at 7,, the accumulated
power of the previous phase front needs to be subtracted. For convenience 6,
is used to represent the 6 interval which is received at time 7,. With W (0) as

angular power density, the received power becomes:
P(r,) = / W (6)do — / W (9)do (6.5)
Oa Oa—1

Examples of the above reconstruction are given in Figure 4.3(left). One issue
rises when not all three rays are received, for example at the very edge of the
aperture. What can be done in this case is to temporarily assume that the third
ray (which will be located just next to the aperture, as the spatial resolution is
very high here) is received and use it to build the phase fronts. Of course, when
defining the received f-interval (Eq. 6.5), it must made sure that only the zone
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that actually falls inside the aperture is accounted for. It is important to note
that the many interpolations used are not the only possibility for making a phase
front reconstruction. For example, parabola or circles might be fitted through
the three phase front points instead of piece-wise lines, or the order of interpola-
tions could be slightly changed. Many of these possibilities have not been tried
in the development of R2P2 but this could yield slightly different and possibly
more accurate results. Benchmarking of the code (e.g. against other ray tracing
or full-wave codes) whilst using different phase front reconstruction techniques
would be a good way of selecting an optimal technique and quantifying its per-
formance.

Another interesting quantity to compare would be the average time of flight 7rop
of the rays, which gives a low-order indication of the location of the cut-off layer
(Eq. 2.28, 2.30). The most basic definition for this is (with a running over all
phase fronts of all received rays):

_ Jdtt- P(t)
TTOF = —f dtP(t)
_ Z P(7,)

EaPm)

The real collection process is an energy transport process, which is dependent
on the electromagnetic power flux. To make a more correct estimate of 7roF,
Equation 6.6 needs to be weighted with the power ﬂux Consider two rays ¢ and
i+ 1, between which the complete power is P! = f g dOW(0). For these rays,
multiple phase fronts ¢, have been defined which are received at times 7,. The
average time of recollection for the power between these two rays is:

T = Z (6.7)

This is a normal average, the same as in Equation 6.6. For these rays, a weight
is defined based on the power flux (which is defined over the aperture in only a
single dimension so [W/m| as units):

(6.6)

e Ppisitl
W' = ————— (6.8)
2 ol
|7y — gt
The average time of flight is then (summing over only received rays ¢ for which
ray i + 1 is also received):

z ji+1 z ji+1

TTOF = Z Wit (6.9)
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B R2P2 Results

Results of the R2P2 simulations that were not given in Chapter 4 are given
here. In the tables that follow abbreviations will be used to describe the simulated
antennas. The list of given names and the description of the antenna can be found
in Table B1, superpositions of TEMyq and TEM;, always have 180° relative phase

shift.

Table B1: Names used in this appendix and the corresponding antenna descrip-

tion.
name | description

SINC14 | square aperture antenna with D = 14 mm

G14F | fundamental Gaussian with wy = 5.88 mm and D = 14 mm
G14L | fundamental Gaussian with wg = 0.588)\ and D = 14 mm
G28F | fundamental Gaussian with wy = 12mm and D = 28 mm
G28L | fundamental Gaussian with wg = 1.2A and D = 28 mm
G24L | fundamental Gaussian with wg = A and D = 24mm
S9010 | superposition of 90% TEMgg and 10% TEM;g with wg = 0.588\ and D = 14 mm
S8020 | superposition of 80% TEMgg and 20% TEM;ig with wg = 0.588)\ and D = 14 mm
S7030 | superposition of 70% TEMqg and 30% TEM;g with wg = 0.588\ and D = 14 mm
S6040 | superposition of 60% TEMgyg and 40% TEM;g with wg = 0.588\ and D = 14 mm
S5050 | superposition of 50% TEMgg and 50% TEM;iq with wg = 0.588\ and D = 14mm
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Figure B1: Probability on return for different antennas averaged over different

frequencies and turbulence levels.



Table B2

: Mean value of normalized time-of-flight (7) probability density functions.

f 30 GHz 37.50 GHz 45 GHz 52.50 GHz 60 GHz

turb. (%) 0.25 1.00 3.00 5.00 10.00 0.25 1.00 3.00 5.00 10.00 0.25 1.00 3.00 5.00 10.00 0.25 1.00 3.00 5.00 10.00 0.25 1.00 3.00 5.00 10.00
SINC14 1.000 1.003 1.005 1.025 1.045 1.000 1.001 0.999 1.015 1.040 1.000 1.000 1.003 1.009 1.030 1.000 0.999 1.002 1.024 1.043 1.000 0.998 1.006 1.026 1.032
G14F 1.001 1.003 1.011 1.037 1.057 1.001 1.003 1.015 1.026 1.043 1.001 1.001 1.017 1.031 1.038 1.000 1.001 1.024 1.025 1.045 1.000 1.001 1.023 1.033 1.040
G14L 1.002 1.004 1.014 1.039 1.040 1.002 1.002 1.020 1.044 1.054 1.001 1.003 1.029 1.048 1.050 1.001 1.001 1.029 1.046 1.062 1.001 0.999 1.033 1.053 1.057
G28F 1.000 1.001 0.995 1.013 1.033 1.001 1.002 0.989 0.994 1.022 1.000 1.001 0.990 1.000 1.013 1.000 0.999 0.996 1.006 1.019 1.000 0.999 1.004 1.017 1.013
G28L 1.000 1.000 0.994 1.022 1.050 1.000 1.001 1.001 1.012 1.025 1.000 1.001 1.006 1.021 1.039 1.000 1.002 1.015 1.029 1.028 1.001 1.001 1.026 1.042 1.037
G24L 1.001 1.001 0.995 1.015 1.044 1.001 1.002 1.007 1.020 1.027 1.001 1.002 1.014 1.029 1.024 1.000 1.002 1.023 1.030 1.038 1.000 1.001 1.026 1.040 1.050
S9010 1.000 1.003 1.022 1.063 1.056 1.000 1.001 1.022 1.034 1.054 1.000 1.001 1.022 1.046 1.061 1.000 1.000 1.030 1.047 1.054 1.000 1.001 1.031 1.050 1.062
S8020 0.999 1.004 1.022 1.049 1.042 1.000 1.002 1.020 1.042 1.055 1.000 1.001 1.025 1.038 1.058 1.000 1.001 1.019 1.050 1.056 1.000 0.999 1.027 1.050 1.051
S7030 1.000 1.005 1.025 1.047 1.057 1.000 1.005 1.025 1.040 1.039 1.000 1.001 1.022 1.042 1.053 1.000 1.001 1.028 1.048 1.056 1.000 1.001 1.029 1.057 1.053
S6040 1.000 1.004 1.019 1.044 1.048 1.000 1.002 1.020 1.040 1.061 1.000 1.000 1.021 1.037 1.040 1.000 1.001 1.027 1.053 1.049 1.000 1.001 1.026 1.043 1.054
S5050 1.000 1.004 1.024 1.035 1.058 1.000 1.002 1.020 1.039 1.054 1.000 1.002 1.017 1.041 1.057 1.000 1.001 1.016 1.042 1.052 1.000 1.000 1.025 1.042 1.062

SHUseY ¢dcd d
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Table B3: Variances of normalized time-of-flight (7) probability density functions. The color-coding of the cells represents the skewness
s of the distribution: cells are coloured purple when s < —0.5, blue when —0.5 < s < 0.5, yellow when 0.5 < s < 1.0, orange when
1.0 < 5 < 2.0 and red when s > 2.0.

88

f 30 GHz 37.50 GHz 45 GHz 52.50 GHz 60 GHz

turb. (%) 0.25 0.25 1.00 3.00 5.00 10.00 0.25 1.00 3.00 5.00 10.00 0.25 1.00 3.00 5.00 10.00 0.25 1.00 3.00 5.00 10.00
SINC14 2.0E-5 2.1E-5 2.3E-4 | 2.6E-3 8.5E-3 1.4E-2 1.8E-5 2.4E-4 H 5.9E-3 1.4E-2 1.6E-5 1.9E-4 2.6E-3 7.7E-3 1.3E-2 1.9E-5 3.0E-3 6.5E-3 1.1E-2
G14F 1.2E-5 1.4E-5 2.0E-4 | 2.9E-3 5.5E-3 1.1E-2 1.2E-5 2.3E-4 | 2.7E-3 5.2E-3 1.0E-2 1.5E-5 2.3E-4 2.6E-3 5.2E-3 1.1E-2 1.4E-5 2.6E-4 | 3.0E-3 5.6E-3 9.9E-3
G14L 1.4E-5 1.5E-5 2.1E-4 2.4E-3 7.2E-3 1.4E-2 1.3E-5 2.8E-4 | 3.1E-3 7.0E-3 1.1E-2 1.3E-5 2.3E-4 2.7E-3 5.3E-3 1.1E-2 1.3E-5 3.4E-4 3.4E-3 6.3E-3 1.1E-2
G28F 1.3E-6 1.3E-5 2.2E-4 1.6E-3 5.1E-3 1.6E-2 1.5E-5 2.0E-4 1.6E-3 5.1E-3 1.3E-2 1.6E-5 1.7E-4 - 6.1E-3 1.3E-2 1.7E-5 1.9E-4 2.6E-3 6.6E-3 1.0E-2
G28L 1.2E-5 1.6E-5 2.2E-4 | 2.3E-3 -] 1.5E-2 1.6E-5 2.1E-4 2.3E-3 | 6.5E-3 1.6E-2 1.5E-5 2.5E-4 2.2E-3 5.3E-3 1.0E-2 1.5E-5 2.8E-4 | 3.4E-3 5.3E-3 1.1E-2
G24L 1.4E-5 1.4E-5 2.1E-4 | 2.6E-3 7.2E-3 1.3E-2 1.5E-5 2.2E-4 | 2.4E-3 5.7E-3 1.1E-2 1.5E-5 2.6E-4 2.5E-3 6.1E-3 1.2E-2 1.6E-5 2.6E-4 2.7E-3 5.0E-3 1.1E-2
S9010 1.9E-5 2.0E-5 2.8E-4 | 3.4E-3 7.8E-3 1.5E-2 1.7E-5 3.3E-4 | 3.1E-3 8.1E-3 1.3E-2 1.4E-5 3.2E-4 | 4.5E-3 7.3E-3 1.3E-2 1.9E-5 3.6E-4 | 4.2E-3 6.9E-3 1.1E-2
S8020 1.8E-5 3.5E-3 8.7E-3 1.5E-2 1.6E-5 2.6E-4 6.0E-3 1.4E-2 1.7E-5 3.1E-4 3.5E-3 8.0E-3 1.1E-2 1.6E-5 2.6E-4 | 4.1E-3 7.3E-3 1.0E-2
S7030 2.0E-5 3.8E-3 8.3E-3 1.3E-2 2.0E-5 7.3E-3 1.2E-2 1.9E-5 3.0E-4 3.8E-3 6.5E-3 1.2E-2 1.7E-5 3.0E-4 | 4.2E-3 7.8E-3 1.2E-2
S6040 2.0E-5 7.4E-3 1.6E-2 1.6E-5 8.5E-3 9.6E-3 1.7E-5 3.0E-4 | 4.2E-3 8.7TE-3 1.2E-2 1.8E-5 3.6E-4 | 4.3E-3 6.2E-3 1.1E-2
S5050 1.9E-6 8.7E-3 1.4E-2 1.8E-5 2.8E-4 | 3.7E-3 1.4E-2 1.7E-5 3.4E-4 3.1E-3 6.3E-3 1.6E-2 1.7E-5 3.8E-4 3.4E-3 6.1E-3 9.0E-3

soorpuaddyy




Table B4: Kullback-Leibler divergence for time-of-flight probability density distributions: the found distribution for SINC14 serves as
P(7) and the listed distribution as Q(7) with KL = [ d7P(7)log(P(7)/Q(7)). Color-coding represents the results of the Kolmogorov-
Smirnov test done with 99% confidence interval and the SINC14 as reference distribution. Red cells indicate that the distribution is
significantly different from the SINC14 distribution at same frequency and turbulence level.

f 30 GHz 37.50 GHz 45 GHz 52.50 GHz 60 GHz
turb. (%)
G14F

o

Table B5: KL divergence and color-coded KS test results, similar to Tab. B4, now with G14L as reference distribution.

f 30 GHz 37.50 GHz 45 GHz 52.50 GHz 60 GHz
turb. (%) . . . 10.00
o] =l

Eaery
G28F 0.658 ‘ ) |
Losss. |

osas

0.588 0.793 0.856 0.887
0.561 0.686 0.808 0.909
0.371 0.823 0.793 0.840
0.575 0.794 0.794 | 0.887
0.631 0.752 0.829 0.865
0.515 0.853 0.792 0.839

S9010
S8020
S7030
S6040
S5050

0.776 0.787
0.779

SHUseY ¢dcd d

68
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Table B6: Fraction of invalid runs for each of the parameter sets. The color code goes from green to red as the fraction becomes

larger.

f

30 GHz

37.50 GHz

52.50 GHz

turb. (%)
SINC14
G14F
G14L
G28F
G28L
G24L
S9010
S8020
S7030
56040
S5050

0.25

1.00

3.00

5.00

10.00

0.25

1.00

3.00 | 5.00

10.00

0.25

1.00

3.00

5.00

10.00

soorpuaddyy
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B R2P2 Results
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Figure B2: [ d§ WPR(#) for various simulated antennas at different frequencies

and turbulence levels. Colors indicate the type of trajectory the returned ray has

taken.
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Figure B3: [ df WPR(f) for various simulated antennas at different frequencies

and turbulence levels. Colors indicate the type of trajectory the returned ray has

taken.
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Figure B4: [ d§ WPR(A) for G24L antenna at different frequencies and turbu-
lence levels. Colors indicate the type of trajectory the returned ray has taken.
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C Prototype Measurement Results

Results of the measurements with different mock-up blankets that are not
given in Figure 6.4 are given in Figure C1.

51 : P11 | — L=120mm 51 | L1 1 1 — L=120mm
l | | | | — L=90mm | l l | | — L=90mm
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N L1 1 t=30mm a1 Lo =30mm
: : : : : No blanket : : : : : No blanket

3] | | | | j —°- GOAL 3 | | | | | —- GOAL
I 1 1 1 1 1 © 1 I I 1 1 1
i i i i i i > i i i I i i
I 1 1 1 I g 1 I 1 1

2 ' | ! : 2 AN :

: | : ! : f | !
I s 1 I 1 I 1 1

i : T\
2 ~ | B/ | AN :

. \ A -

0 I‘ - 1 \ 3 ! 0 e I '“"Q"J ~/ ‘& :-,

—-1.00 -0.75 —-0.50 —-0.25 0.00 0. 0.75 1.00 -1.00 -0.75 -0.50 —-0.25 0.00 025 050 0.75 1.00

6 [rad] 0 [rad]
(a) 37.5 GHz (b) 45 GHz
5] i o L =120 mm
| | | L=90 mm
! ! ! L=60 mm
1 1 1
41 ! Lo =30 mm
: : : No blanket
331 o s
~ | i I |
=
2] i i i
1 1 1
1 1 1
1 1 1
1 1
1 1 1
1 1
1 1
1 1
1 1
L)

ol ¢ -
-1.00 -0.75 —-0.50 —-0.25 0.00 0.25 0.50 0.75 1.00
@ [rad]

(c) 60 GHz

Figure C1: Linear-scaled poloidal radiation diagrams of the optimized prototype
antenna when using blanket structures with different lengths L. The optimization
goal, TEMg with wy = 0.588\ (D = 14mm), is drawn for comparison. Vertical
grey lines are drawn at |f| = 0.1rad, 0.3rad and 0.7 rad.
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